
1

Kiel Institute for the world economy, September 2018
Time series tools for the study of monetary policy transmission

Fabio Canova
BI Norwegian Business School and CEPR

Outline
The course presents a self contained exposition of methods needed to undertake analyses and
forecasts of monetary policy with reduced form and semi-structural time series methods. The
lectures are based on chapters 3,4,8 of my book: Methods for Applied Macroeconomic Re-
search, Princeton University, Press, 2007 and on additional material.

Program
September 24, 2018 Morning(9:00-12:00 with coffee break) Vector autoregressions (VARs),
structural VARs, Identification issues.
September 24, 2018 Afternoon (14:00-15:30) Matlab practice and exercises.
September 25, 2018 Morning (9:00-12:00 with coffee break) Problems with VAR analyses,
Local projections and IV approaches to identification. Introduction to Bayesian VARs.
September 25, 2018 Afternoon (14:00-15:30) Matlab practice and exercises.
September 26, 2018 Morning (9:00-12:00 with coffee break) Factor models and FAVARs.
September 26, 2018 Afternoon (14:00-15:30) Matlab practice and exercises.
September 27, 2018 Morning (9:00-12:00 with coffee break) Detrending, cyclical dynamics
and computation of gaps.
September 27, 2018 Afternoon (14:00-15:30) Matlab practice and exercises.
September 28, 2018 Morning (9:00-12:00 with coffee break) Forecasting methods.

Preliminary readings
It would be useful if participants familiarize themselves with the basic time series material

and with Matlab programming language prior to the course. The following can help:
• J. Hamilton, 1994. Time series analysis, chapters 2, 3 and 10.

• Canova, F. , 2015. Introduction to Matlab programming, manuscript.

Reading list
1) VARs, Structural VARs, local projections.

• Hamilton, J., (1994). Time Series Analysis, Princeton University Press, Chapter 11.

• Killian, L. (2012). Structural Vector Autoregressions, University of Michigan, manuscript.



2

• Canova, F., (1995). VAR Models: Specification, Estimation, Inference and Forecast-
ing”, in H. Pesaran and M. Wickens (eds.), Handbook of Applied Econometrics, Ch.2 ,
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2) Factor models, FAVARs.
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edition, Wiley.
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• Schneeweiss H. and Mathes H. (1995). Factor Analysis and Principal Components,
Journal of Multivariate Analysis, 55, 105-124.
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Investigation”, Journal of Money Banking and Credit, 29, 1-16.

• King, R. and Rebelo, S., (1993), ”Low Frequency Filtering and Real Business Cycles”,
Journal of Economic Dynamics and Control, 17, 207-231.

• King, R. Plosser, C., Stock, J. and Watson, M. (1991) ”Stochastic Trends and Economic
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