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Learning, Sticky In�ation, and the Sacri�ce
Ratio

John M. Roberts� Federal Reserve Board

April 23, 2007

Abstract

Over the past forty years, U.S. in�ation has exhibited highly persis-
tent movements. Moreover, these shifts in in�ation have typically had
real consequences, implying a �sacri�ce ratio,�whereby disin�ations
are typically associated with recessions and persistent increases in in-
�ation often associated with booms. One hypothesis about the source
of the sacri�ce ratio is that in�ation� and not just the price level�
is sticky. Another is that private-sector agents typically must infer
changes in in�ation objectives indirectly from central bank interest-
rate policy. The resulting learning process can lead to a sacri�ce ratio
trade-o¤. In this paper, I allow for both sticky in�ation and learning
in interpreting U.S. macroeconomic developments since 1955. Two
key empirical �ndings are, �rst, that allowing for learning reduces the
evidence for sticky in�ation. Second, there is less evidence for sticky
in�ation in the post-1983 period than earlier. Indeed, in some esti-
mates, there is little evidence of sticky in�ation in the period since
1983, although this result is sensitive to the details of the speci�ca-
tion. Nonetheless, simulation results suggest that for realistic models,
the sacri�ce ratio can be accounted for entirely by learning.

�Mailing address: Stop 76, Federal Reserve Board, Washington, D.C., 20551, USA.
Email address: jroberts@frb.gov. The views expressed in this paper are soley those of the
author and should not be interpreted as re�ecting the views of the Board of Governors
of the Federal Reserve System or any other person associated with the Federal Reserve
System.
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Since the 1960s, U.S. in�ation has exhibited highly persistent move-
ments. Barsky (1987) emphasized this phenomenon and it has been con-
�rmed in recent research by Stock and Watson (2007) and Cogley and Sar-
gent (2006). These low-frequency movements in in�ation appear to have
real consequences. As documented by Ball (1994), disin�ationary episodes
in the United States and other countries have typically been accompanied
by output and employment losses. This correlation can be summarized by
a sacri�ce ratio, with the interpretations that a central bank which seeks to
lower the average rate of in�ation must be willing to accept a period of low
output and employment.
As Taylor (1983) and Ball (1995) have pointed out, nominal rigidities, by

themselves, are not su¢ cient to generate a sacri�ce ratio. They show that
if monetary policy is perfectly credible and transparent, disin�ation can be
carried out costlessly even when wages and prices are sticky. Indeed, Ball
shows that under these conditions, it is theoretically possible for disin�ation
to cause a boom.
One feature of recent macroeconomic models that can give rise to a sac-

ri�ce ratio is sticky in�ation. Sticky in�ation has been added to macroeco-
nomic models chie�y as a means of addressing some empirical shortcomings of
sticky price models. For example, Fuhrer and Moore (1995) introduce sticky
in�ation so as to increase the predicted serial persistence of in�ation. Various
structural interpretations of sticky in�ation have been, including real wage
rigidities (Fuhrer and Moore, 1995; Blanchard and Gali, 2007), imperfect
rationality (Roberts, 1997, 1998; Gali and Gertler, 1999; Mankiw and Reis,
2002), and indexation to past in�ation (Christiano, Eichenbaum, and Evans,
2005; Smets and Wouters, 2003). While sticky in�ation has been introduced
primarily to address higher-frequency properties of in�ation, Bom�m et al
(1997) show that sticky in�ation can give rise to a sacri�ce ratio even when
monetary policy is transparent and credible.
Another explanation for the real e¤ects of low-frequency movements in

in�ation is learning: Ball (1995), Bom�m et al (1997), and Erceg and Levin
(2003) have suggested that when the central bank�s long-run in�ation ob-
jective is unclear and agents must infer it from central bank actions, the
resulting learning process can lead to output and employment losses when
the central bank chooses to reduce in�ation. The models of these papers
assume sticky prices and as noted above, Bom�m et al (1997) also assume
sticky in�ation. But Ball (1995) and Erceg and Levin (2003) demonstrate
that learning can lead to costly disin�ation (a nonzero sacri�ce ratio) even
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when in�ation isn�t sticky.
To help further our understanding of the relative importance of sticky in-

�ation and learning in accounting for the sacri�ce ratio, this paper estimates
a model with both features. In addition to sticky prices and (possibly) sticky
in�ation, the model incorporates other New Keynesian features including an
IS curve with habit persistence and a monetary-policy reaction function.
Much recent empirical work emphasizes that the behavior of U.S. mone-

tary policy and in�ation have been very di¤erent before and after the early
1980s. Clarida, Gali, and Gertler (2000), for example, argue that U.S. mone-
tary policy has been well-characterized by a Taylor rule since the early 1980s
but �t that paradigm less well in earlier periods. Evidence provided by Stock
and Watson (2007) and Cogley and Sargent (2006) suggests that U.S. in�a-
tion has become less persistent over this period as well. Because of these
changes in policy and in�ation dynamics, the empirical work emphasizes es-
timation over two periods, 1955 to 1983 and 1984 to 2004.
Two key �ndings are, �rst, that taking account of learning reduces the

evidence in favor of sticky in�ation. Second, there is less evidence for sticky
in�ation in the post-1983 period than earlier. Indeed, in some estimates,
it appears that once learning is introduced, there is little evidence of sticky
in�ation in the post-1983 period. This result, however, is sensitive to the
exact details of the speci�cation.
The paper then evaluates the relative roles of learning and sticky in�ation

in accounting for the sacri�ce ratio using model simulations. These simula-
tions indicate that learning is the main source of costly disin�ation: When
there is learning, the sacri�ce ratio is high even when we eliminate in�ation
stickiness from the model. But eliminating learning while preserving sticky
in�ation leads to a sharp drop in the sacri�ce ratio.
The paper�s penultimate section reconsiders the various explanations for

sticky in�ation in light of the �nding that sticky in�ation appears to have
been an empirically important feature of the 1955-83 period but not more
recently. Among the more-prominent explanations, indexation holds up best,
because there is evidence that formal indexation has become less prevalent in
the U.S. economy. That said, formal indexation was never very important;
indexation can only fully account for sticky in�ation if we are willing to accept
that informal indexation was also widespread. Another possible explanation
for the higher estimates of sticky in�ation in the earlier period may be that
because of the unstable policy environment, learning may have been more
di¢ cult than predicted by the model. Some preliminary work comparing
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model forecasts with surveys of in�ation expectations suggests that this may
indeed have been the case.
This paper has points in common with several other recent papers. Milani

(2006) also estimates a model with learning and sticky in�ation. However,
Milani looks at a general learning process and does not specify the aspect of
the economy about which agents must learn. Here, by contrast, agents learn
about a speci�c quantity� the central bank�s in�ation objective. Another re-
lated paper is Erceg and Levin (2003). They argue that learning can account
for the sacri�ce ratio during the Volcker disin�ation of 1980-83. They do
so in a calibrated model, however, and they do not discuss how their model
would perform in other periods. Ireland (2006) also examines a New Key-
nesian model with a time-varying in�ation target and learning. But Ireland
does not draw out the implications of his model for the sacri�ce ratio.

1 The model

The model involves three observable variables� the output gap y, in�ation
�p, and the short-term interest rate r. These variables are linked through
the following New Keynesian-style model:

yt =
1
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1 + �
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y
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t (5)

Equation 1 is a New Keynesian IS curve. Although it is an equation for
the output gap, its microeconomic foundations are those of the Euler equa-
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tion for consumer spending with (external) habit persistence. As discussed
in Woodford (2003), because consumer spending is the largest single compo-
nent of spending in the United States, overall spending appears to be well
approximated by a model for consumer spending. Under that interpreta-
tion, the parameter � is the degree of habit persistence and the parameter
� is related to the curvature of the utility function. The interest rate term
is premultiplied by 0.25 because interest rates and in�ation are annualized,
but Euler equations are typically estimated on non-annualized data. The
IS-curve error term is allowed to be serially correlated (equation 2).
Equation 3 is the monetary-policy reaction function. It is similar to

equations estimated by others, such as Clarida, Gali, and Gertler (2000),
English, Nelson, and Sack (2003), and Gorodnichenko and Shapiro (2006).
Notably, it includes lags of the funds rate as well as the change in the output
gap. Also, it assumes that policy reacts only to current and lagged values of
output and in�ation. As Gorodnichenko and Shapiro emphasize, with these
features, the policy rule nests both the familiar Taylor rule and the price-
level-targeting rules advocated by, among others, Woodford (2003). The
results of Gorodnichenko and Shapiro suggest that recent U.S. monetary
policy is well-characterized as a weighted average of these policies. There is
a residual shock to the reaction function, re�ecting movements in monetary
policy not predicted by the explicit arguments of the function. In addition,
the central bank�s in�ation objective, pitarg, may also be subject to shocks.
We will return to the question of what process pitarg may follow shortly.
Equation 4 extends the Calvo model of price determination to allow for

partial indexation of prices that are not re-optimized to past in�ation, as in
Smets and Wouters (2003). The parameter ! measures the degree of index-
ation; when ! = 1, there is complete indexation, as in Christiano, Eichen-
baum, and Evans (2005) and when ! = 0, there is no indexation to past
in�ation, as in the original Calvo model. The parameter � is related to the
frequency of price adjustment, with the average interval between price ad-
justments equal to 1

1�� . The parameter � relates marginal cost to the output
gap. This parameter will be a¤ected by the slope of labor supply, but also
by such factors as the demand elasticity of individual �rms and the degree to
which capital and other �xed factors are �rm-speci�c; see Eichenbaum and
Fisher (2004) for a discussion. In equation 4, � and � are not separately iden-
ti�ed. I will therefore assume throughout that � = 0:68, which corresponds
to an average interval of price adjustment of about three quarters. Note that
when ! = 0, there is still indexation, to the long-run average in�ation rate
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pibar. As noted by Yun (1996), such indexation is needed in the Calvo model
to prevent too wide a dispersion of prices across �rms when there is ongoing
in�ation. Note, however, that because the discount factor � is close to one,
the impact of this steady-state indexation on in�ation dynamics is minimal.1

I consider several speci�cations for the evolution of the central bank�s
in�ation objective, pitarg. These are nested in equation 5. One possibility is
that �2 = 0; in this case, the in�ation target is a constant. Another possibility
is that pitarg follows a random walk (�2 = 1). This assumption has received
a great deal of attention in recent empirical work; it is the assumption made,
for example, by Stock and Watson (2007), Ireland (2006), and Cogley and
Sargent (2006). Strictly speaking, however, the assumption of a random
walk process for pitarg is not compatible with equation 4, because there is
no well-de�ned long-run in�ation rate (pibar) in this case. I consider two ways
of resolving this tension. One is to preserve the random walk assumption and
eliminate the role of pibar in equation 1 by assuming � = 1. The other is to
compromise on the random walk assumption by assuming that �2 is close to,
but slightly less than, one. As we will see in section 3, unfortunately, these
competing assumptions a¤ect the empirical results.2

When the in�ation target is time-varying, the model can capture persis-
tent, low-frequency movements in in�ation. But because the model includes
shocks to the reaction function, there will be learning in this case: When
agents see an unexpected change in the federal funds rate, they do not know
whether it is the result of a transitory shock to policy (an "r shock) or a
shift in the in�ation target (an "targ shock). Agents, like we econometricians,
are assumed to use the Kalman �lter to come up with their estimates of the
proportion of each shock the reaction-function surprise represents.
In this model, the central bank�s in�ation objective has an important

1When consumer preferences are marked by habit persistence, marginal cost will be
a¤ected by changes in consumer spending as well as by the level, and should re�ect re-
strictions imposed by the estimated coe¢ cients of the consumer spending Euler equation.
I do not impose these restrictions, however, because while equation 1 is motivated by the
consumer problem, it is in fact estimated with output data and, as noted by Woodford
(2003, ch. 5), the coe¢ cients of an output Euler equation can be very di¤erent from those
of consumption, even when the Euler equation broadly captures output dynamics.

2Ireland (2006) takes an alternative approach to resolving this tension. He eliminates
any role for pibar in the Calvo model by allowing indexation to pitarg. One problem with
this assumption, however, is that while there is some evidence that wages and prices have
been indexed to lagged in�ation, there is little evidence that they have been indexed to
time-varying estimates of underlying in�ation.
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in�uence on in�ation through the general equilibrium solution to the model:
Current in�ation is a¤ected by expected future in�ation, which in turn is
a¤ected by expected future output gaps. Expectations of future output gaps
will be a¤ected by monetary policy� and, in particular, by the relation of
expected in�ation to the (perceived) in�ation target. It is only when in�ation
is expected to line up with the target that output gaps will converge to zero.
Agents will thus recognize that the path of future output gaps will be such
as to ensure that in�ation will eventually converge to the in�ation target.

2 Estimation with a �xed in�ation target

In this section, I consider estimation of the model with a �xed in�ation target.
As noted in the introduction, because in�ation has been highly persistent, it
is unlikely that a �xed in�ation target is a good characterization of the data.
However, it provides a useful benchmark, as it is relatively straightforward
to implement and has been used in other studies.
Table 1 presents estimates of the model with a �xed in�ation target over

three periods: 1955-2004, 1955-1983, and 1984-2004. In the estimation, in-
�ation is measured as the annualized quarterly percent change in the price
index for personal consumption expenditures, the federal funds rate is the
short-term interest rate, and the output gap is estimated by running the
Hodrick-Prescott �lter (� = 16; 000) through the log of real GDP; the re-
sult is multiplied by 100 to make the units comparable to in�ation and the
interest rate. The discount factor � in equation 4 is assumed to be 0.99, a
standard assumption. The model was estimated with full-information maxi-
mum likelihood, using the FIML option of the Dynare program.
The �rst column of table 1 presents results over the full sample. The

IS-curve slope parameter � was not precisely estimated, and I imposed a
value of 0.3. This value is consistent with micro and macro evidence on
the intertemporal elasticity of substitution in consumer spending� see, for
example, Elmendorf (1996) and Elmendorf and Mankiw (1998).3 The es-
timated habit persistence parameter � is 0:89;suggesting a high degree of
habit persistence. There is also a moderate degree of serial persistence in the
residuals� � = 0:34.4

3Unconstrained, the estimate of � would be 0.2 and the log likelihood would be -810.4.
The other estimated parameters are little a¤ected.

4For the IS curve, there is an alternative local maximum. At this alternative local
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Table 1: Model Estimates with Fixed In�ation Target
(1) (2) (3) (4) (5)

1955-2004 1955-83 1984-2004 1955-83 1984-2004
� .89 (.04) .85 (.06) .96 (.03) .86 (.07) .95 (.03)
� .30 (�) .30 (�) .30 (�) .30 (�) .30 (�)
� .34 (.09) .33 (.12) .23 (.12) .33 (.12) .26 (.12)
! .92 (.05) .98 (.08) .61 (.10) .96 (.05) .61 (.10)
� .025 (.017) .034 (.028) .016 (.015) .025 (�) .025 (�)
�y 1.45 (.43) 2.12 (1.05) .65 (.32) 2.13 (1.02) .67 (.32)
�dy 1.96 (.84) 1.72 (1.30) 2.23 (1.15) 1.75 (1.31) 2.15 (1.11)
�dp .42 (.23) .46 (.35) .68 (.45) .47 (.36) .67 (.44)
� .89 (.02) .90 (.04) .90 (.03) .90 (.04) .89 (.03)
sdy .31 (.04) .39 (.06) .19 (.03) .39 (.06) .19 (.03)
sddp .66 (.03) .71 (.05) .62 (.06) .71 (.05) .63 (.06)
sdff .80 (.04) .96 (.06) .42 (.03) .96 (.06) .42 (.03)
log-L -810.5 -523.6 -223.7 -523.7 -223.9

Taken literally, the estimate of ! implies that 92 percent of prices are
indexed to past in�ation each period and there is thus a very high degree
of in�ation stickiness. The estimate of the elasticity of marginal cost with
respect to the output gap, � = 0:025, is not very precise. It is also fairly
small. By way of comparison, as reported in Woodford (2003), Rotemberg
and Woodford (1997) found an estimate of � = 0:14, considerably larger than
the estimate reported in column 1.
The estimates of the policy reaction function imply a high degree of

interest-rate smoothing (� = 0.89), strong reaction to the level of the output
gap (�y = 1.5), and a moderately high degree of responsiveness to in�ation
(�dp = 0.4). There is also a fairly strong reaction to the change in the level

maximum, habit persistence is relatively low and the degree of serial persistence in the
residuals is relatively high. Empirically, it is di¢ cult to distingusih these two local max-
imums: In some sample periods and specifcations, high � and low � are preferred. In all
cases, however, the likelihoods are close. In principle, these parameters can be distin-
guished because they have di¤erent implications for the e¤ect of interest rates on output.
But as noted in the text, the IS slope parameter � is not precisely estimated, making
it di¢ cult to distinguish the two local maximums. Here, I have chosen to focus on one
local maximum across all samples to facilitate comparison of results. The estimates of the
parameters of the Phillips curve and reaction function are little a¤ected by the di¤erent
IS curve results.
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of economic activity, with �dy = 2:0.
Column 2 presents results for the 1955-83 period. The estimated habit

persistence and serial correlation in IS-curve shocks are similar to those in
column 1. The degree of indexation ! is close to one and the elasticity of
marginal cost with respect to output (�) is 0.034, larger than in column 1
but less precisely estimated. The reaction-function coe¢ cients are similar
to those in column 1, with considerable interest-rate smoothing, large coef-
�cients on both the level and the change in economic activity, and a modest
response to in�ation.
Column 3 presents results for the 1984-2004 period. The IS-curve esti-

mates shift a bit from those in the �rst two columns; the estimated degree of
habit persistence is higher while the degree of serial correlation of the residu-
als is a bit lower. The di¤erences in the in�ation parameters are sharper. In
particular, the share of indexing ! drops from nearly one in the early sample
to 0.6 in the post-1983 sample; it remains strongly statistically signi�cant. In
addition, the in�ation-equation parameter � drops by about one-half relative
to the estimate in column 2. For the reaction function, the main change is in
the coe¢ cient on the level of the output gap, where �y drops by two-thirds, to
0.7. The estimated weight on the change in the output gap rises somewhat,
as does the coe¢ cient on in�ation. 5

As might be expected given the �Great Moderation� in the economy�s
volatility, the standard deviation of the shock to the IS curve falls by about
one-half after 1983. The standard deviation of the shock to the reaction
function also falls, by more than one-half. However, the standard deviation
of the shock to the in�ation equation is only about 12 percent smaller in the
later sample.
Columns 4 and 5 of the table examine the sources of change in the para-

meters of the in�ation equation more closely. In the 1984-2004 period, the
point estimates of both ! and � fell. Given the lack of strong theoretical un-
derpinnings for sticky in�ation, the drop in ! is perhaps not too surprising.

5The similarity of the estimated policy reaction functions across the two periods is
surprising, given the results of Clarida, Gali, and Gerlter (2000), who �nd much smaller
estimates of the coe¢ cients on output and in�ation in the earlier period. However, the
model speci�cation and sample examined here are di¤erent from those of CGG. It is
noteworthy that these di¤erences had little impact on the post-1983 estimates, which are
similar to those of CGG. That estimates for the early period are sensitive to details of
speci�cation is consistent with the notion discussed in section 6, that it is di¢ cult to
characterize policy in the early period.
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Our con�dence in a structural interpretation of the New Keynesian model
would be enhanced, however, if the slope parameter � were the same in the
two periods. Although the point estimates of � are di¤erent in the two sam-
ples, the estimates are not very precise, suggesting that the di¤erences may
not be important statistically. In contrast, the di¤erence in the point esti-
mates of ! is large relative to their estimated standard errors. In columns 4
and 5, � is constrained to equal its full-sample value, 0.025, which is between
the estimates for the two subsamples. As can be seen, with this restriction
imposed, the likelihood in either sample barely changes, suggesting that a
constant � is not at variance with the data.

3 Adding a time-varying in�ation target

This section presents estimates of the model with a time-varying in�ation
target. Here, the main parameters of the reaction function are constrained
to equal their values in the post-1983 sample.6 Under this assumption, mon-
etary policy in the 1960s and 1970s was conducted under the same general
principles as in the post-1983 period. So, all of the di¤erence in policy across
the two periods results from variation in the shocks to policy, both to the
implicit in�ation target and elsewhere. This perspective on shifts in policy
di¤ers from that of Clarida, Gali, and Gertler (2000), who argue that the
parameters of the reaction function changed. It is closer, however, to the
view of Orphanides (2001). Orphanides argues that policy followed the same
basic principles in both periods but that mismeasurement of potential out-
put in the early period accounted for the poor macroeconomic performance
of that period. Here, we assume that it is mostly the behavior of the shocks
to monetary policy.
The model in equations 1 through 5 includes three observables but four

shocks. To estimate the model (as well as the implicit in�ation target), the
Kalman �lter is used. As before, the estimation is performed using the FIML
options of the Dynare program. As noted in section 1, in estimating the
model with the Kalman �lter, we are implicitly assuming that private agents
also use the Kalman �lter in forming their estimate of the central bank�s

6The exception is for the coe¢ cients on the change in the federal funds rate. These
di¤er considerably across the two periods, suggesting important high-frequency di¤erences
in how policy was implemented. These di¤erences do not have an important e¤ect on the
lower-frequency properties of policy that are our concern here.
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Table 2: Model Estimates with Random-Walk In�ation Target
(1) (2) (3) (4)

1955-83 1984-2004 1984-2004 1984-2004
In�ation measure: Overall Overall Overall Core

� .83 (.06) .96 (.04) .95 (.04) .94 (.04)
� .30 (�) .30 (�) .30 (�) .30 (�)
� .31 (.11) .23 (.12) .24 (.13) .26 (.13)
! .81 (.11) .05 (.15) .30 (.14) .06 (.17)
� .029 (.023) .031 (.022) .024 (.018) .019 (.014)
sdy .38 (.06) .19 (.03) .19 (.03) .19 (.03)
sddp .73 (.05) .83 (.11) .76 (.09) .64 (.10)
sdff 1.01 (.07) .43 (.03) .43 (.03) .43 (.03)
sdtarg .36 (.13) .24 (.08) .08 (�) .08 (�)
log-L -525.4 -226.5 -230.0 -206.1

in�ation target. Because the Kalman �lter is the best available method for
discerning the in�ation target, private agents can thus be considered to be
learning optimally.

3.1 In�ation target follows a random walk

Table 2 presents results for the case of �2 = 1 and � = 1; we will turn shortly
to the case of �2 = 0:999 and � = 0:99. For the IS curve, the results for
the 1955-83 period shown in column 1 are similar to those in table 1: Once
again, there is a high degree of habit persistence and a moderate degree
of serial correlation. The key new feature introduced here� time-variation
in the in�ation target, as captured by a non-zero value for the standard
deviation of the in�ation target, sdtarg� is strongly statistically signi�cant.7

The estimate of � is somewhat smaller than in table 1, although, again, this
parameter is not precisely estimated. The estimated indexation share is 0.8.
It remains highly statistically signi�cant. But this estimate is almost two
standard deviations less the estimated value in table 1. The reduction in the
estimate of ! suggests that optimal learning can account for a portion of the
estimated degree of in�ation stickiness in this period.

7A comparison of the likelihoods in tables 1 and 2 would appear to suggest that allowing
for a time-varying in�ation target has reduced the �t of the model somewhat. But recall
that the other coe¢ cients of the reaction function are constrained in table 2.
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Figure 1: In�ation and Estimated Target In�ation, 1957-1983

1960 1965 1970 1975 1980 1985
0

2

4

6

8

10

12
Inflation
One­sided estimate of target
Two­sided estimate of target

Figure 1 shows the one-sided and two-sided estimates of the in�ation tar-
get implicit in the estimates in column 2. The two-sided estimate of the
target rises from around 1 percent in the late 1950s and early 1960s to a bit
more than 6 percent in the second half of the 1970s. In the early 1980s, the
two-sided estimate moves down, edging below 6 percent by the end of 1983.
The real-time (one-sided) estimates are more variable and indicate that this
model ascribes considerable variation to the Fed�s in�ation target. Nonethe-
less, it is worth noting that for the period when survey estimates of long-run
in�ation expectations begin to become available� starting in 1981� there is
broad agreement between these estimates: Like the one-sided estimates, the
long-run expectations of professional forecasters also move down from around
8 percent in 1981 to 6 percent by 1983 (see discussion in section 5). It thus
appears that, at least by the early 1980s, optimal �ltering in a model like
this one leads to estimates of the implicit in�ation target that are consistent
with the survey evidence.8

8Erceg and Levin (2003) report a similar �nding.

12



Column 2 shows results for the post-1983 sample. Looking �rst at the
shocks, the standard deviations of both monetary-policy shocks are smaller
than in the earlier period. However, the decline in the standard deviation
of the white-noise shock is proportionally larger than for the in�ation target.
The IS-curve parameters are similar to those in column 4 of table 1.
The estimates of in�ation dynamics in column 2 are striking: Here, the

degree of indexation is estimated to be close to zero. The slope coe¢ cient is
higher than in column 3 of table 1 and is similar to that in column 1. These
results suggest that in the post-1983 sample, allowing for optimal learning
entirely removes the evidence of a moderate degree of indexation that was
found when we assumed a �xed in�ation target, as in table 1.
Figure 2 presents estimates of the implicit in�ation target consistent with

Figure 2: In�ation and Estimated Target In�ation, 1985-2004
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the estimates in column 3 of table 2. As can be seen, the implicit target is
quite variable, with the smoothed (two-sided) estimate varying between 11

2

and 31
2
percent over the post-1983 sample; the one-sided estimate is nearly as

variable as in�ation itself. While there is widespread agreement that target
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in�ation varied over this period� and, in particular, stepped down around
the early 1990s� the movements in �gure 2 seem far too large.
To address the high variability of the one-sided estimate of the in�ation

target, in column 3, the standard deviation of the target in�ation shock is
constrained to be 0.08. The �t of the model deteriorates in this case; ev-
idently, greater variation in the implicit in�ation target is preferred. Most
of coe¢ cient estimates are not a¤ected by this restriction. The exception is
the indexation share, which is now estimated to be 30 percent; it is statisti-
cally signi�cant at conventional levels. Nonetheless, this is substantially less
indexation than was estimated with a �xed in�ation target.
In column 4, core in�ation (excluding food and energy) is used in place of

overall PCE in�ation. It is of interest to explore core in�ation in the current
context because one possible source of the high estimated indexation parame-
ter may be serial persistence in energy-price shocks, in particular, to crude-oil
prices. As in column 3, the standard deviation of in�ation-target shocks is
constrained to be 0.08. As can be seen, the estimated indexation parameter
is once again quite small, suggesting that serial persistence in energy-price
shocks may indeed have led to a spurious �nding of signi�cant indexation in
column 3. The estimate of � is also smaller than in column 3, possibly be-
cause energy prices are more cyclically sensitive than other consumer prices.
Another notable change from the estimates in column 3 is in standard devia-
tion of the shock to the price equation, which is smaller, re�ecting the lower
volatility of core in�ation. (As a consequence, the estimated log likelihood
is also smaller; it should thus not be compared with the log likelihood in
columns 2 and 3.)
Figure 3 presents estimates of the in�ation target consistent with the es-

timates in column 4 of table 2. The two-sided estimate of the in�ation target
moves down from around 33

4
percent in the late 1980s to around 21

4
percent

for the period since 1995, similar to other estimates of trend in�ation, such as
those of Levin and Piger (2004). There continues to be considerable variation
in the one-sided estimate of the target, however.

3.2 In�ation target highly persistent, but ultimately
mean-reverting

In this subsection, I turn to the case in which � = 0:99 and �2 = 0:999.
Thus, the in�ation target is highly persistent but ultimately mean-reverting.

14



Figure 3: Core In�ation and Estimated Trend, Reduced Variance, 1985-2004
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These assumptions allow logic of the Calvo model to be preserved, with some
cost to the assumption that the in�ation target follows a random walk that
has been made in other recent work.
Table 3 presents results. For the 1955-83 period (column 1), the results are

very similar to those in table 2: The degree of indexation ! is slightly larger
than 0.8 and the elasticity of marginal cost with respect to the output gap �
is around 0.03. For the 1984-2004 period, however, the results are somewhat
di¤erent than before. In particular, in column 2, the point estimate of ! is
now equal to 0.23. While the t-ratio is only 1.3, this estimate is much larger
than in table 2. Moreover, in column 3, when the standard deviation of the
shock to the in�ation target is restricted to be 0.08, ! is estimated to be
around 0.5 and strongly statistically signi�cant.9

While the estimates in tables 2 and 3 suggest that there is some sensitivity
of the results to the exact details of the speci�cation, overall, the results
suggest that allowing for optimal learning reduces the evidence for sticky

9Estimates with core in�ation were similar to those in column 3.
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Table 3: Model Estimates with Highly Persistent, but Stationary, In�ation
Target

(1) (2) (3)
1955-83 1984-2004 1984-2004

� .83 (.06) .93 (.04) .94 (.05)
� .30 (�) .30 (�) .30 (�)
� .31 (.11) .27 (.13) .25 (.15)
! .83 (.10) .24 (.18) .52 (.11)
� .033 (.021) .035 (.019) .022 (.016)
sdy .38 (.06) .19 (.03) .19 (.04)
sddp .73 (.05) .70 (.09) .65 (.18)
sd ff 1.01 (.07) .43 (.03) .42 (.04)
sd targ .34 (.12) .30 (.13) .08 (�)
log-L -528.5 -223.0 -225.7

in�ation. This is especially true in the recent period. In the pre-1984 period,
however, there remains considerable evidence of sticky in�ation even after
taking account of optimal learning about a changing in�ation target.

4 Learning and the sacri�ce ratio

In the model estimated in the previous section, there were permanent changes
in the central bank�s in�ation objectives that were not immediately evident
to agents. As noted by Ball (1995), Bom�m et al (1997), and Erceg and
Levin (2003), in this case, disin�ation can be costly. That�s because, in this
model, the central bank can only signal its policy intentions through changes
in interest rates. Because such shocks to policy are only sometimes related
to changes in the in�ation target, it can take a while for agents to sort out
whether any given shock to policy is the result of a persistent shock to the
in�ation target or owes to some other source. During this transition period,
agents put some weight on the possibility that movements in interest rates
are the result of transitory shocks to monetary policy, which, as in most New
Keynesian models, have e¤ects on real economic activity.
One way of characterizing the costs associated with disin�ation is the

sacri�ce ratio� that is, the cumulative output gains or losses associated with
a permanent rise or fall (respectively) in the in�ation target. The sacri�ce
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ratio is a reduced-form quantity that will be a¤ected by many parameters
in the model. Of particular interest here are the speed of learning and the
degree of in�ation stickiness, which, as noted in the introduction, can both
lead to costly disin�ation. In the extreme case of immediate recognition of
a change in the in�ation target, no in�ation stickiness, and no lags in the
monetary-policy rule, the sacri�ce ratio will be zero.
To calculate the sacri�ce ratio, we need to know how quickly the public�s

perceptions of the in�ation target respond to changes in the central bank�s
target, based on their �ltering of residuals to the reaction function. The most
e¢ cient way to do so is to apply the Kalman �lter. In particular, equations
3 and 5 imply that the reaction-function error will be:

ut = "
r
t + (1� �)��b"targt (6)

where b"targt is the in�ation-target forecast error. Assuming that the in�ation
target follows a random walk (�2 = 1 in equation 5), the public should apply
the following formula so as to update their estimate of the in�ation target
according to the Kalman �lter:

dpitargt= dpitargt�1+ 


(1� �)��
ut (7)

where 
 is the (steady-state) Kalman gain,


 =
�

2

�r
1 +

4

�
� 1
�

(8)

and � is the signal-to-noise ratio,

� =

�
(1� �)���targ

�r

�2
(9)

Table 4 shows the e¤ects of a 1 percentage point change in target in�ation
for various values of the Kalman gain. Because the sacri�ce ratio is de�ned
with respect to permanent changes in the in�ation target, it is appropriate
to use parameter estimates from table 2. I focus on the estimates for the
1955-83 period (column 1) because most estimates of the sacri�ce ratio are
based on this period (see Ball, 1994, for example). Those parameters imply
a Kalman gain of 
 = 0:025. As can be seen in the second line of the
table, agents learn about the target very slowly in this case� even twenty
years after the initial shock, the perceived in�ation target is still only 0.86

17



Table 4: E¤ects of a 1 percentage change in the in�ation target under
learning. Fixed indexation (! = 0:8), varying gain.

Expected target In�ation Sacri�ce ratio
Years since shock Years since shock Years since shock

Kalman gain (
) 5 10 20 5 10 20 5 10 20
.0125 .23 .39 .63 .36 .50 .69 2.2 3.8 4.9
.025 .41 .64 .86 .52 .72 .89 1.7 2.8 3.4
.05 .65 .87 .98 .77 .92 .99 1.4 2.2 2.5
.10 .89 .99 1.0 1.0 1.0 1.0 1.3 1.9 2.0
1.0 1.0 1.0 1.0 1.1 1.0 1.0 1.3 1.5 1.5

percent. Because of this slow convergence, the sacri�ce ratio will depend
on the horizon at which it is measured: After ten years, the sacri�ce ratio
indicates that 2.8 percentage points of annual lost output were associated
with each percentage point reduction in in�ation; after twenty years, the
sacri�ce ratio is 3.4. These estimates of the sacri�ce ratio are in the ballpark
of conventional estimates for this period: Typical estimates of an output-
based sacri�ce ratio in the pre-1984 period run from 3 to 5 (employment-
based output ratios are smaller� around 2� re�ecting the well-known Okun�s
law phenomenon).10

In the �rst row of the table, the Kalman gain is half the estimated value.
This case might be of interest if agents believed the in�ation target to be
less variable than was in fact the case. As will be discussed in section 6, the
1960s and 1970s were a period during which monetary policy was di¢ cult to
characterize. As a consequence, learning in that period may have been less
than optimal. With this learning speed, the convergence of the perceived
in�ation target is very slow, as is that of actual in�ation. Estimates of the
sacri�ce ratio are on the high end of the conventional estimates, in the range
of 4 to 5 at a ten-to-twenty-year horizon.
The value of the standard deviation of the shock to the in�ation target for

the 1955-83 period� 0.36� is on the low side of other estimates of the vari-
ability of permanent shocks to in�ation for this period. Stock and Watson
(2007), for example, �nd estimates ranging from 0.4 to more than 1.0 over
this period. The third and fourth lines of the table shows the implications of
higher standard deviations of the in�ation target, of 0.50 and 0.72, respec-
tively. With the larger gains in these cases, agents learn about the shift in

10Bom�m et al (1997) review sacri�ce-ratio estimates.
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the in�ation target faster, and the sacri�ce ratio is smaller.
The Kalman gain of 0.1 in line 4 is similar to the value estimated by Erceg

and Levin (2003) over the 1981-to-1985 period. With this gain, learning is
virtually complete in ten years and the sacri�ce ratio is only 1.9. Erceg and
Levin report an estimated sacri�ce ratio of 1.7 over this period. Ball (1994)
calculates a similar sacri�ce ratio, of 1.8, over the 1980-83 period. Ball also
argues that the sacri�ce ratio was particularly low in this period and suggests
that faster learning may have lowered the sacri�ce ratio.
The estimates for the post-1983 period in table 2 indicated a drop in

the volatility of both the in�ation target and the other shocks to monetary
policy. In column 2 of table 2, the drop in the estimated volatility of the
other shocks to monetary policy was proportionally greater than that of the
drop in the shock to the in�ation target. By themselves, these changes in
volatility estimates would imply an increase in the Kalman gain� to 0.038�
and thus a drop in the sacri�ce ratio� to around 21

2
at a ten-year horizon.

As noted in the previous section, however, the implicit in�ation target in this
case was implausibly variable. Under the alternative assumptions in column
3 of table 2, the Kalman gain would be 0.0125, implying a somewhat higher
sacri�ce ratio than the baseline estimates.
The �nal row of table 3 shows the implications of immediate recognition of

changes in the in�ation target. From the perspective of the model estimated
here, immediate recognition cannot be achieved, because it is impossible to
distinguish the two shocks to monetary policy in real time. Still, this case
provides a useful benchmark for comparison. With immediate recognition,
actual in�ation converges to target within �ve years. The sacri�ce ratio is
1.5 in this case.

Table 5: E¤ects of a 1percent increase in
in�ation target under learning.

Fixed gain (
 = 0.025), varying indexation.
In�ation

Years since shock
Sacri�ce ratio
Years since shock

! 5 10 20 5 10 20
0.0 .45 .67 .87 2.0 3.3 4.1
0.5 .48 .69 .88 1.9 3.0 3.8
0.8 .52 .72 .89 1.7 2.8 3.4
1.0 .54 .76 .90 1.8 2.6 3.0
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Table 5 presents the implications of variation in the degree of indexation,
holding the Kalman gain �xed at its estimated value of 0.025. (Because
the evolution of the target is little di¤erent from that in the second line of
table 3, it is omitted here.) As discussed in the introduction, indexation is
in principle an alternative source of costly disin�ation. But in this model,
varying the degree of indexation has little e¤ect on the sacri�ce ratio: With
no indexation, the ten-year sacri�ce ratio is 3.3, actually a bit larger than
with the baseline indexation of 0.8. This �nding is similar to that of Erceg
and Levin (2003), who also found that they could duplicate the empirical
sacri�ce ratio in a model without sticky in�ation.
Figure 4 illustrates why indexation makes so little di¤erence to the sacri-

�ce ratio. The solid lines depict the evolution of in�ation and output following
a 1 percentage point drop in the in�ation target under the baseline estimates
from column 1 of table 2� in particular, with the Kalman gain equal to 0.025
and ! = 0:8. The dashed lines show the e¤ects with ! set equal to zero. As
can be seen, the main features of the simulations are similar: In each case, in-
�ation moves slowly toward its long-run objective and there are large output
losses associated with the transition. As might be expected, in�ation moves
very closely with the perceived target in the case of no in�ation stickiness.
By contrast, when ! = 0:8, in�ation initially moves a bit more sluggishly
than the target and then overshoots. However, the main dynamics are deter-
mined by the sluggishness of learning, and these high-frequency di¤erences
do not a¤ect the sacri�ce ratio very much.11

The results presented in this section suggest that learning has likely been
more important than sticky in�ation in accounting for the costs of disin�a-
tion: Starting from realistic model parameters, reducing indexation to zero
actually boosted the sacri�ce ratio somewhat. By contrast, moving from
the estimated pace of learning to immediate recognition of a change in the

11The failure of indexation to have much e¤ect on the sacri�ce ratio may come as a
surprise. Appendix A explores this issue for a broader range of model parameters. Those
simulations suggest that in the case of a monetary policy without lags and with immediate
recognition of shifts in the in�ation target, the degree of indexation has the expected e¤ect
on the sacri�ce ratio, with the sacri�ce ratio rising from zero in the case of no indexation
to notable levels with the indexation parameter in the range of 0.8 to 1.0. However, the
estimates presented in sections 2 and 3 indicate that lags in monetary policy are important,
and that changes in in�ation targets may have been di¢ cult to discern from changes in
interest rates in the 1955-83 period. As the simulations in tables 4 and 5 suggest, in these
more-realistic settings, the sacri�ce ratio is a¤ected to a greater degree by learning than
by the degree of indexation.
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Figure 4: E¤ects of a Permanent Increase in the In�ation Target, Gain =
0.025

0 2 4 6 8 10 12 14 16 18 20
0

0.2

0.4

0.6

0.8

1

Years

Inflation

Omega = 0.8
Omega = 0.0
Perceived target

0 2 4 6 8 10 12 14 16 18 20
0

0.1

0.2

0.3

0.4

Years

Output gap

Omega = 0.8
Omega = 0.0

in�ation target reduced the long-term sacri�ce ratio by a factor of two or
more.

5 Moving-average expectations

In section 3, agents were assumed to estimate the in�ation target using op-
timal learning as represented by the Kalman �lter. While optimal learning
could, in some speci�cations, account for the observed degree of in�ation
stickiness in the post-1983 period, it could not in the earlier period. One
possibility is that, in a period such as 1955-83, when monetary policy was
di¢ cult to understand, agents used other rules for forming their long-run
in�ation expectations.
One conjecture about how agents form their long-run in�ation expecta-
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tions is that they use moving averages of past in�ation. Kozicki and Tinsley
(2001) have argued that a weighted average of past in�ation with geomet-
rically declining weights does a good job of matching survey measures of
long-run in�ation expectations. And Stock and Watson (2007) argue that an
IMA(1,1) model is a very good univariate model of in�ation over the 1953-
to-2004 period. An implication of the IMA(1,1) model is that the long-run
in�ation target is equal to a geometrically weighted moving average of past
in�ation, so the Kozicki-Tinsley and Stock-Watson characterizations of long-
run in�ation expectations are very similar. There is, however, an important
di¤erence: Over the 1955-83 period, the estimates of Stock and Watson im-
ply that the moving-average weights drop o¤at a very steep rate� at least 50
percent per quarter and sometimes as high as 90 percent, e¤ectively making
their forecast of long-run in�ation equal to last period�s in�ation rate. By
contrast, Kozicki and Tinsley suggest a much shallower rate of decline in the
weights, of about 11

2
percent per quarter.

Figure 5 illustrates the implications of di¤erent weighting schemes for
the estimate of long-run in�ation along with long-run in�ation expectations
from surveys of professional forecasters.12 As can be seen, depending on the
period, the SPF has been well-approximated by a geometric moving average
with weights that decline at a pace of either 5 or 10 percent per quarter.
When the weights decline at a rate of 20 percent per quarter, the implicit
in�ation target follows actual in�ation more closely and thus does not match
the SPF very well. Hence, long-run expectations based on very short moving
averages, such as those proposed by Stock and Watson for the early 1980s,
do not line up well with the available survey evidence.
Table 6 shows estimates of the model over the 1955-83 period with a geo-

metric moving average of past in�ation serving the role of pitarg in equation
3. Three measures of the weighted average of past in�ation are used, with
weights that decline at rates of 5, 10, and 20percent per quarter. Because
target in�ation implicitly has a unit root in this case, I again impose the
restriction � = 1:0, as in table 2. When the weights decline at a pace of
5 percent per quarter, the estimated degree of in�ation stickiness is about

12This series reports results for �ve-to-ten-year forecasts of consumer-price in�ation. For
the period from 1981 to 1991, economist Richard Hoey conducted a survey of forecasters
for his brokerage �rm. For the period since 1991, the series is from the Philadelphia Fed�s
Survey of Professional Forecasters. The surveys collected CPI forecasts; in recent years,
the CPI has increased on average about 1/2 percentage point more than the PCE price
index used in this paper, and the plotted series adjusts for this bias.
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Figure 5: Professional Forecasters�vs. Geometric Moving-Average Estimates
of In�ation Target
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80 percent, comparable to that for the learning model reported in table 2.
The main slope parameter of the price equation� �� is estimated to be larger
than before and is now statistically signi�cant at conventional levels. Oth-
erwise, parameter estimates are similar to those in table 2. As the rate
of decline in the moving-average weights increases, the estimated degree of
in�ation stickiness falls, so that, when the weights decline 20 percent per
quarter, the indexation weight is estimated to be 50 percent. The model �t,
as indicated by the log-likelihood, is highest in this case. Again, the slope of
the price equation is large and statistically signi�cant.
The bottom row of the table shows the sacri�ce ratio implied by each

model. When the moving-average weights decline slowly, the sacri�ce ratios
are higher than the estimate (of three) implied by the baseline learning es-
timates in column 1 of table 2. However, at least when the weights decline
at 10 percent per quarter, the resulting sacri�ce ratio is in line with the con-
ventional wisdom. When the weights decline at 20 percent per quarter, the
sacri�ce ratio is similar to that associated with the baseline learning model.
Overall, the results in table 5 suggest that when we limit ourselves to

moving-average estimates that do a good job of following empirical esti-
mates of long-run in�ation expectations, this model does not help reduce the
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Table 6: Model estimates with moving-average in�ation target
1955-83
(1) (2) (3)

Moving average parameter: .05 .10 .20
� .82 (.06) .83 (.06) .83 (.06)
� .30 (�) .30 (�) .30 (�)
� .33 (.12) .32 (.12) .32 (.12)
! .83 (.07) .69 (.07) .48 (.08)
� .047 (.022) .052 (.020) .052 (.017)
sdy .38 (.06) .38 (.06) .39 (.06)
sddp .71 (.05) .71 (.05) .70 (.06)
sdff 1.01 (.07) 1.01 (.07) 1.02 (.07)
log L -518.2 -510.2 -495.9

10-year sacri�ce ratio 5.9 4.0 3.0

estimated degree of in�ation stickiness very much. However, the resulting
sacri�ce ratios are plausible, and the model �ts somewhat better. When we
allow the implicit long-run in�ation target to follow actual in�ation closely,
the moving-average in�ation-target model yields a smaller degree of indexa-
tion.

6 Why Is In�ation Less Sticky?

6.1 Positive models of sticky in�ation

As noted in the introduction, there are a number of hypotheses about the
sources of sticky in�ation. What does the reduction in in�ation stickiness
documented in sections 2 and 3 suggest about the plausibility of these various
stories? The decline in in�ation stickiness would seem to argue against expla-
nations that rely primarily on inherent structural properties of the economy.
Of the proposed explanations for in�ation stickiness, the most structural are
the real-wage-rigidity explanations emphasized by Fuhrer and Moore (1995)
and more recently by Blanchard and Gali (2007). There is no particular
reason to expect real-wage rigidity to vary over time and, in particular, it
shouldn�t be related to changes in average in�ation or monetary policy.
Nonrationality in the formation of expectations is less inherently struc-

tural, and could be a¤ected by changes in policy. One way of examining
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directly the degree of rationality in expectations formation is to look at sur-
vey measures of in�ation expectations. Roberts (1998) and Carroll (2003)
�nd that in�ation expectations as captured by the Michigan survey deviate
considerably from perfect rationality. Roberts argues that these deviations
from perfect rationality are consistent with the observed degree of in�ation
stickiness. Carroll has examined how the degree of imperfect rationality in
the Michigan survey has changed over time. He �nds that as in�ation has
become low and stable, in�ation expectations of households have become less
rational, in the sense that they have deviated more from those of professional
forecasters. Such a movement over time in the degree of rationality seems
inconsistent with a decline in the degree of in�ation stickiness.
Indexation has been proposed as another explanation for in�ation stick-

iness. In particular, in the model proposed by Smets and Wouters (2003),
�rms may, in each period, either change prices optimally, move prices with
lagged in�ation (indexing), or leave prices unchanged in nominal terms. The
available data suggests that indexation has become less prevalent in the U.S.
economy. In particular, the degree of indexation in union wage agreements
fell from about 60 percent in the late 1970s and early 1980s to around 20
percent in the mid-1990s, when the data ceased to be collected. An im-
portant caveat, however, is that the fraction of workers covered by formal
collective bargaining agreements was never more than 25 percent of the U.S.
workforce. Evidence presented in Blinder et al (1998) suggests that, at least
by the 1990s, formal indexation was rare outside the unionized sector of the
economy.
Neither real rigidities nor imperfect rationality seem consistent with the

observed change in the degree of in�ation stickiness. Still, either may pro-
vide an explanation for some underlying level of sticky in�ation, which some
estimates suggest remained important in the post-1983 sample. Each of
these explanations has independent support. As noted above, Roberts (1998)
and Carroll (2003) argue that survey expectations suggest that expectations
formation may be imperfectly rational. And Hall (2005) has argued that
real-wage rigidity can help improve the empirical plausibility of labor-search
models. Changes in the degree of indexation in the U.S. economy certainly go
in the right direction to be consistent with some reduction in in�ation stick-
iness. But formal indexation was never widespread in the U.S. An appeal to
indexation as the main explanation for the drop in in�ation stickiness would
have to rely on considerable informal indexation in the 1960s and 1970s.
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6.2 Policy confusion

The formal econometric modeling in section 3 was based on the premise that,
aside from variation in the in�ation target, economic policy was otherwise
stable. But as Romer and Romer (2002, 2004) have argued, economic policy
in the 1961-1981 period was anything but stable. At the start of that period,
the Kennedy Administration explicitly advocated a New Economic Policy.
That policy explicitly advocated using aggregate demand stimulus to achieve
lower unemployment; considerations of the in�ationary consequences were of
secondary importance.
By the late 1960s, high in�ation was a concern of policymakers, sug-

gesting that the NEP proved to be more in�ationary than expected. This
in�ationary surprise led central bankers and other policymakers to question
their understanding of how the economy functions. As Romer and Romer
document, among the aspects of the in�ation process that were called into
question were the natural rate of unemployment, the sacri�ce ratio, and the
role of supply shocks, in addition to the well-known debate over a trade-o¤
between in�ation and unemployment. In particular, over much of this pe-
riod, policymakers were too optimistic about the levels of the natural rate
and potential output (see Orphanides, 2001, for a discussion). Policymakers
were also very pessimistic about the sacri�ce ratio (Romer and Romer, 2002).
Given their pessimism about the sacri�ce ratio, the e¤ects of supply shocks
on in�ation were thought to be intractable.
One implication of the policy instability of this period is that there may

have been much for private-sector agents to learn about. In the model in
section 1, all of these policy shifts can be summarized by shifts in the central
bank�s in�ation objective. As the preceding brief review of the historical
record suggests, that�s probably an oversimpli�cation. One possible reason
for the appearance of sticky in�ation in this period is that agents were not
able to keep pace with the variations in policy� and thus made systematic,
and serially correlated forecast errors. Because these forecast errors were
serially correlated, the model in section 1 may have interpreted them as
evidence of sticky in�ation.
Figure 6 provides one bit of evidence on whether forecast errors can ac-

count for the large estimate of ! in the 1955-83 period. Figure 6 compares
forecast errors from the Livingston survey with forecast errors from two ver-
sions of the model. The model was used to generate one-year-ahead forecasts
of in�ation, assuming the parameter estimates presented in table 2 and the

26



Figure 6: Forecast Errors, Final Quarter of Each Year
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one-sided estimates of the in�ation target presented in �gure 1.13 Forecasts
were generated both with and without the estimated degree of indexation�
that is, with ! = 0:8 and ! = 0:0. Figure 6 presents forecast errors over the
1966-to-1981 period.14

The model forecast errors and those from the Livingston survey are quite
similar. In particular, in�ation was systematically higher than expected
throughout this period, regardless of the forecast method: The average fore-
cast error for the Livingston survey was 1.2 percentage points; for the baseline
model, it was a bit lower, at 0.9 percentage point, while for the alternative
model with ! = 0:0, it is also 1.2 percentage points. Moreover, the RMSE for
the Livingston survey forecasts is actually a bit smaller than for the model
forecasts. The large errors for the model over this period suggest that there
is nothing especially �non-rational�about the Livingston survey forecast er-
rors of this period, since even a model with rational expectations� and the

13The stationary part of model was solved in terms of data available at period t. This
model solution was then used to forecast the deviation of in�ation from its trend. This
forecast was then combined with the period t estimate of the in�ation target to obtain an
in�ation forecast.
14For clarity, �gure 6 only shows forecast errors for the �nal quarter of each year. Results

based on mid-year forecasts are similar.
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Table 7: Summary Statistics for Forecast Errors
Forecasts Made 1965:H1 to 1981:H2
Forecast: Mean error RMSE

Livingston survey 1.17 1.98
Base model (! = 0.8) .87 2.03
Alternative (! = 0.0) 1.18 2.12

bene�t of in-sample �t� made similar forecast errors. One interpretation of
this result is that the simple metaphor of an unknown, time-varying in�ation
target appears to generate considerable �policy confusion.�
Examining the results more closely, there are a number of instances in

which the alternative model does a better job of matching the Livingston
survey�s forecast error than does the baseline model; this may account for
the better match on the mean error for the alternative model. A simple re-
gression of the Livingston survey forecasts on the two model forecasts gives
a substantial edge to the alternative model: The coe¢ cient on the alterna-
tive model forecast is 1.09, while that on the baseline forecast is only 0.02.
Because the model with ! = 0:0 matches the Livingston survey more closely,
these results provide some evidence that forecast errors can account for the
large value of ! estimated in the pre-1984 period.

7 Conclusion

Sticky in�ation and a time-varying in�ation target are competing explana-
tions for in�ation persistence. Allowing for either can, in principle, lead to
important costs associated with disin�ation� that is, a sacri�ce ratio. When
there is a time-varying in�ation target, it may be di¢ cult for private-sector
agents to infer it from central bank actions. The resulting learning process�
even if it re�ects optimal �ltering� can lead to a sacri�ce ratio. Alterna-
tively, in�ation stickiness� such as that associated with indexation� means
that in�ation cannot move promptly when the central bank�s in�ation target
changes, even when the in�ation target is known. The estimates of this paper
suggest that learning has been much more important in accounting for the
sacri�ce ratio than has sticky in�ation. In particular, the estimated degree
of learning can account for conventional estimates of the sacri�ce ratio even
when in�ation is not sticky. In contrast, if there is no learning, even high
degrees of in�ation stickiness cannot account for the observed sacri�ce ratio.
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The empirical work suggests that there has been some variation over
time in the degree of in�ation stickiness. In particular, in�ation appears to
be less sticky in the post-1983 period than was the case earlier. Indeed, some
estimates suggest that in�ation stickiness may have disappeared altogether
in the most recent period� although this result is sensitive to the details of
the speci�cation. Nonetheless, the drop in the estimated degree of in�ation
stickiness suggests that the economic mechanism underlying sticky in�ation
is sensitive to the economic environment. As was discussed in section 6, that
makes some explanations for sticky in�ation more plausible than others. Of
the leading explanations, indexation seems most consistent with the drop in
in�ation stickiness, as formal indexation has also fallen over time. Confusion
about the objectives of policy in the 1960s and 1970s, beyond the confusion
about the central bank�s in�ation objectives that lead to learning in this
model, may be another reason for the estimated degree of in�ation stickiness
in the pre-1984 period.
One useful extension of this work would be to consider alternative models

of sticky prices. In particular, the results for the post-1983 sample proved sen-
sitive to assumptions made about long-run indexation. In the Calvo model,
long-run indexation is crucial, because prices can remain �xed for extended
periods. In other models of in�ation� such as the staggered-contracts models
of Taylor (1983) or Wolman (2004)� long-run indexation is less important,
because prices cannot remain �xed as long as in the Calvo model.
As noted in section 4, the learning model of this paper has the formal

implication that increases in the signal-to-noise ratio might lower the costs of
disin�ation� and Ball (1994), among others, has argued that such a mecha-
nism was at work in the early 1980s. But the estimates of Stock and Watson
(2007) suggest that the reason for the increase in the signal-to-noise ratio at
that time was a sharp increase in the volatility of the permanent component
of in�ation. Presumably, raising the volatility of the in�ation target would
not be an attractive way of reducing the sacri�ce ratio. A more promising
way of increasing the signal-to-noise ratio of monetary-policy actions might
be for a central bank to improve its communications. The results of this
paper have nothing to say about the e¢ cacy of such polices. The experi-
ence of in�ation targeters in this regard is perhaps more germane: Despite
a high degree of emphasis on communicating their long-run in�ation objec-
tives, countries adopting in�ation targets have not found disin�ation to be
costless, or even notably less costly than might otherwise have been expected
(Bernanke et al, 1999).
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A Further Results on the Sensitivity of the
Sacri�ce Ratio

Table A.1 provides additional perspective on the sensitivity of the sacri�ce
ratio to the Kalman gain and the degree of indexing in the in�ation equation.
As in text tables 4 and 5, the parameter estimates for the IS curve and the
in�ation equation are taken from column 1 of table 2. (The second row
and third column thus reproduce earlier results.) The sacri�ce ratio is quite
sensitive to the gain for each of the values of !, although the sensitivity is
smaller for larger values of !. For intermediate values of the Kalman gain,
the sacri�ce ratio is fairly insensitive to the degree of indexation. For very
small values of the gain, the sacri�ce ratio falls with the degree of indexation,
whereas under immediate recognition� a gain of 1.0� the sacri�ce ratio is
increasing in indexation, albeit only slightly.

Table A.1: Ten-year Sacri�ce Ratio with
Empirical Reaction Function

!
Kalman gain .0 .5 .8 1.0

.0125 5.0 4.4 3.8 3.2
.025 3.3 3.0 2.8 2.6
.05 2.4 2.3 2.2 2.4
.10 2.0 1.9 1.9 2.1
1.0 1.5 1.5 1.5 1.9

It may be surprising that the sacri�ce ratio is not zero in the lower left-
hand corner of table A.1, when the gain is one and there is no indexation.
Here, an immediately recognized change in the in�ation target continues to
have implications for real output owing to the lags in the policy reaction
function. In particular, the estimated monetary policy rule includes several
lags of the federal funds rate and assumes that monetary policy reacts to a
trailing four-quarter moving average of in�ation. Table A.2 repeats the sen-
sitivity analysis presented in table A.1 under alternative assumptions about
monetary policy: The lagged funds rate is omitted from the reaction function
and monetary policy is assumed to react to contemporaneous in�ation only;
otherwise, the parameters of the policy reaction function are the same as in
tables 4 and 5.

30



Table A.2: Ten-year Sacri�ce Ratio with
Simpli�ed Reaction Function

!
Kalman gain .0 .5 .8 1.0

.0125 1.69 1.67 1.71 2.18
.025 .87 .88 .98 1.60
.05 .46 .47 .60 1.28
.10 .24 .26 .41 1.14
1.0 .00 .06 .23 1.01

In table A.2, when there is immediate recognition of changes in the target
rate of in�ation and no indexation, the sacri�ce ratio is zero. Both indexation
and slow learning lead to positive sacri�ce ratios. It is still the case, however,
that moving to empirically relevant estimates of the gain has a larger impact
on the sacri�ce ratio than does an increase in ! from 0.0 to 0.8.
The sacri�ce ratios in table A.2 are considerably smaller than those in

table A.1. For example, with ! = 0:8 and a Kalman gain of 0.025, the
sacri�ce ratio is 1.0 in table A.2 but 2.8 in table A.1. These results indicate
that lags in monetary policy� such as those in the reaction function estimated
here� tend to boost the sacri�ce ratio, other factors equal.
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