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Abstract

Solar geoengineering is an affordable measure to counteract the global tem-
perature increase. We derive a simple policy rule for sulfur-based geoengi-
neering in a state of the art integrated assessment model of climate change.
We show how geoengineering affects optimal carbon taxation, deriving the
different components of the Pigovian tax. We show how the globally optimal
rational for geoengineering and carbon taxation changes in a dynamic Markov
game across regions. A quantitative simulation suggests a non-cooperative
equilibrium where China as a single mover reduces temperatures to the Paris
accord’s most stringent 1.5◦C target by 2100. It “free-drives” on the margin
but all regions apart from Russia free-ride in absolute terms. The simulated
temperature increase peaks around 2165 exceeding the 2◦C target.
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“The climatic changes that may be produced by the increased CO2 content could be dele-
terious from the point of view of human beings. The possibilities of deliberately bringing
about countervailing climatic changes therefore need to be thoroughly explored. A change
in the radiation balance in the opposite direction to that which might result from the in-
crease of atmospheric CO2 could be produced by raising the albedo, or reflectivity, of the
earth. Such a change in albedo could be brought about, for example by spreading very small
reflecting particles . . . Rough estimates indicate that . . . costs . . . do not seem excessive.”
(President’s Science Advisory Committee 1965, page 127)

1 Introduction
Worldwide greenhouse gas emissions are still on the rise (Tollefson 2021). Future
warming will substantially reduce future output apart from destroying ecosystems
and driving species to extinction (Hoegh-Guldberg and Bruno 2010, Burke et al.
2015, Urban 2015, Howard and Sterner 2017). Scientific models and observations
from large volcanic eruptions suggest that the deliberate injection of sulfur aerosols
into the stratosphere can cool our planet, reflecting sunlight back into space (Crutzen
2006). Solar geoengineering (SG) adds a policy instrument that can be illustrated by
applying a potentially damaging sunscreen to planet Earth. It can be deployed in a
globally coordinated socially optimal effort or by strategically acting regions. So far,
the weak international governance of SG makes a globally coordinated deployment
unlikely and National Academies of Sciences (2021) and Aldy et al. (2021) call for
more realistic models to investigate strategic interactions among potential SG actors.

Our paper develops a deeper understanding of socially optimal SG and devel-
ops a novel quantitative model of SG in a world of strategically interacting regions.
We derive analytic formulas for optimal sulfur deployment (the sunscreen) in an
integrated assessment model of climate change. Simple formulas explain a social
planner’s and an individual region’s optimal sulfur deployment as functions of at-
mospheric carbon dioxide concentrations, climatic parameters, SG efficiency and
damages, and other cost and damage parameters. Geoengineering our climate is
a policy instrument that addresses the symptom (warming) rather than the cause
of climate change (greenhouse gases). Counteracting the warming can reduce the
incentive to cut back on greenhouse gas emissions. The social cost of carbon (SCC)
characterizes the incentives to cut emissions. We develop analytic formulas for the
SCC under SG in both the social planner and the strategic setting. These formulas
explain the drivers of the emission reduction. In the regional Markov game, our
formulas show that and why mitigation incentives can also increase under SG as a
result of heterogeneous damages and strategic interactions.

Current emissions are far from the trajectories pledged in international agree-
ments (UNEP 2021, CAT 2021) and from those suggested by global social planner
models (e.g. Hänsel et al. 2020). Thus, the social planner model is but a benchmark.
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Our regional model integrates SG into an updated version of Nordhaus’s (2010)
RICE model enriched with elements of the Analytic Climate Economy (Traeger
2022). We formulate a dynamic Markov game where two regions have the potential
to undertake SG (as well as countermeasures) and all players’ respond in terms of
their other choice variables, which include CO2 emissions. The setting incorporates
four relevant externalities. First, emissions exceed the (globally) socially optimal
level and the regional carbon prices are too low. Second and third, sulfur travels
across regions causing both cooling (a positive1 externality) and damages (a nega-
tive externality). Both of these externalities tie directly to the sulfur spillover. The
fourth externality is a direct heat transfer across regions. By cooling one region, we
cool other regions even in the absence of sulfur spillovers.2 The operational costs
of SG are relatively low when compared to the costs of climate change (Klepper
and Rickels 2012, McClellan et al. 2012, Moriyama et al. 2017, Smith and Wagner
2018). We find that a single strategic actor can help the world to meet the Paris
Accord’s 1.5◦C target by 2100 out of mere self-interest (though temperatures in 2100
are still increasing). We discuss the roles of marginal versus overall free-riding and
free-driving. The latter terminology was introduced by Weitzman (2015) as a proxy
for one region imposing an externality on many. For a free-rider, the SCC is mini-
mal when the marginal externality from sulfur’s temperature and damage impact is
maximal.3 In our quantitative simulation, this marginal externality is negative for
most regions, whereas the overall externality from a strategically acting “free-driver”
is positive for all regions except for Russia.

Literature. Already Schelling (1996) discusses the potential strategic impli-
cations of SG. Since his work, many authors found that optimally deployed SG
can reduce climate damages (Nordhaus and Boyer 2000, Moreno-Cruz et al. 2012,
Bahn et al. 2015). Nordhaus and Boyer (2000) and Rickels et al. (2020) dis-
cuss the regional heterogeneity of the SG impact in integrated assessment mod-
els, singling out winners and losers. Harding et al. (2020) find that SG can lower
income inequality between countries. Barrett (2008), Millard-Ball (2012), and
Urpelainen (2012) discuss strategic deployment of SG in stylized (static) games.
Ricke et al. (2013) develop a two stage game where countries can form SG coalitions.

1In difference to some of the earlier literature, our regions do not have exogenously set target
temperatures. Differences in preferred temperatures arise endogenously as a result of differences
in climate change and SG damages. In the absence of damages and operational costs both regions
would generally like to reduce temperatures.

2This fourth externality implies some interesting but second order modifications of the equilib-
rium strategies and the SCC. Given direct heat exchange does not change the qualitative findings,
we relegate its impact on the analytic formulas to Appendix A.2 and only incorporate it in the
quantitative Section 4 of the main body of the paper.

3Maximal in the sense that we vary the domain of the active players characteristics to generate
the highest possible externality (usually a positive externality). More generally, we show that
the marginal externality increases concavely in the carbon concentration and falls convexly in the
sulfur level (Corollary 3).
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Harding and Moreno-Cruz (2016), Heutel et al. (2016) and Flegal et al. (2019) pro-
vide summaries of this literature.

The literature distinguishes different effects of SG on climate policy. Keith
(2000), Robock (2008), Morrow (2014) and Quaas et al. (2017) discuss whether
research into SG could reduce the political will for traditional mitigation efforts
and push society onto a “slippery slope”. Goeschl et al. (2013) point out that SG
can increase emission incentives as an optimal response by partly substituting away
from mitigation. Moreno-Cruz (2015) and Moreno-Cruz and Smulders (2017) show
that the impact of SG on mitigation depends on the similarity between countries.
For similar countries, the option of SG leads to lower mitigation levels. However,
when damages differ across countries, mitigation levels can increase. Our framework
underpins these findings in a quantitative dynamic framework where regions play a
Markov game; our analytic formulas for the SCC explain the underlying competing
trade-offs.

We follow Parker et al. (2018) and Heyen et al. (2019) in permitting for coun-
termeasures (CM), which limit the ability to free-drive. Heyen et al. (2019) make
this point in a linear-quadratic static game with two players and discuss (marginal)
free-driving. Manoussi and Xepapadeas (2017) develop the only other dynamic SG
game we are aware of, extended to a setting of uncertainty and robust control in
Manoussi et al. (2018). In this model, two regions control a joint temperature balanc-
ing quadratic costs of geoengineering and global warming against linear-quadratic
emission benefits. As in Moreno-Cruz (2015), their numeric steady state solutions
find that the asymmetry of countries crucially influences emission and temperature
levels.4 We incorporate these inquiries into a full-blown quantitative integrated as-
sessment model with general (and calibrated) regional production functions relying
on fossil fuels and (two different) climate zones that follow state of the art temper-
ature dynamics and SG cooling estimates, and we derive analytic solutions for both
sulfur deployment and the SCC.

SG introduces several new uncertainties to IAMs, including uncertainties govern-
ing SG damages and the radiative forcing response to stratospheric sulfur injections
(Heutel et al. 2018). Goes et al. (2011) analyze the robustness of SG strategies
under a wide set of scenarios. Heutel et al. (2016) investigate the effectiveness of SG
in dealing with tipping points. Emmerling and Tavoni (2018a) analyze the impact
of an uncertain future implementation of SG on present emissions in a two period
model of climate change and Kelly et al. (2021) show that sulfur-based SG slows
down the learning of the climate sensitivity in a stochastic extension of the DICE
model.

Our contribution connects the SG literature above to the recently emerging liter-
4Even in the authors’ asymmetric equilbrium, they find that both regions contribute to geo-

engineering. In our setting, such an equilibrium (“climate match”) is only one of three types of
equilibria and only occurs when regions are sufficiently similar.
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ature on analytic integrated assessment models of climate change that derive closed-
form solutions for the optimal carbon tax to derive a better understanding of its
drivers (Golosov et al. 2014, Gerlagh and Liski 2018, Traeger 2022). Our study
is among the first to analyze the strategic interaction of regions within a dynamic
integrated assessment model.5

Starting with a global social planner, the next section integrates sulfur-based SG
into the analytic climate economy (ACE) by Traeger (2022) and derives the optimal
sulfur deployment strategy and its impact on the optimal carbon tax. Section 3 splits
the global model into two non-cooperatively acting regions and a passive rest of the
world. We derive the optimal regional sulfur deployment strategies, characterize a
set of Markov perfect equilibria, and characterize the corresponding carbon taxes.
Section 4 presents a quantitative simulation of the regional model. Appendix A
discusses extensions of the model.

2 Global model
This section introduces SG into the analytic climate economy model ACE (Traeger
2022). First, we summarize a slightly simplified version of the ACE model (for
details see Appendix B). Then, we introduce SG and calibrate the forcing effect of
sulfur to scientific data. Finally, we discuss the optimal cooling strategy of the social
planner and the difference that SG makes for the optimal carbon tax.

2.1 Economic production, climate, and damages

Final output is a function of capital, labor, fossil energy, renewable energy, and the
technology levels in different sectors. We write gross world output as

Yt = F(At, Kt, N t, Et) (1)

where the vector At characterizes the exogenously evolving technology levels, the
vectors Kt and N t optimally distributed capital and labor across sectors, and Et

a vector of energy inputs. Our only assumption on the production function is ho-
mogeneity of degree κ ∈ (0, 1) in capital, a setting that includes the Cobb-Douglas
final production with a CES energy sector of Golosov et al. (2014) as well as the
DICE setting of Nordhaus and Sztorc (2013).

5Hassler and Krusell (2012) develop a dynamic stochastic general-equilibrium model with mul-
tiple regions that can be solved in closed-form, suggesting that only taxes on oil producers can
mitigate climate change and taxes on oil consumers have no effect. Hambel et al. (2018) introduce
international trade in an analytic climate-economy and show that the regional SCC increases in
trade volume.
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A subset of the energy inputs E1,t, ..., Ej,t are fossil fuels and cause CO2 emis-
sions. We measures these energy inputs in terms of their CO2 content so that total
emissions are Etot

t =
∑j

i=1Ei,t + Eexo
t , where Eexo

t denotes exogenous emissions in-
cluding those from land use change and forestry. The model includes (endogenous)
Hotelling rents for scarce fossil fuels. CO2 emissions accumulate in the atmosphere
and other carbon sinks, following a classical carbon cycle model.6 It is convenient
to measure the resulting atmospheric CO2 concentration M1,t relative to the prein-
dustrial concentration as mt =

M1,t

Mpre
. Atmospheric CO2 causes a greenhouse effect

that increases atmospheric temperatures, which we model using Traeger’s (2022)
non-linear atmosphere-ocean temperature dynamic system.7 The resulting global
atmospheric temperature T1,t measures the increase over 1900 in degree Celsius.

Temperature increase, carbon concentration, and sulfur St cause (net) damages
D(T1,t, St,mt) that we measure as a fraction of output. These damages are composed
of three contributions

D(T1,t, St,mt) = 1− exp [−DT (T1,t)−DG(St)−Dm(mt)] . (2)

Each damage contribution specifies a particular damage contribution per unit of out-
put. We take a convex temperature-based damage function DT (T1,t) from Traeger
(2022)8 and assume SG damages of the form

DG(St) = d St, (3)

making d the semi-elasticity of damages from stratospheric sulfur injections (the per-
centage loss of output resulting from an additional ton of sulfur injections). Damages
from SG include changes in the precipitation patterns, a reduction in the upper ozone
layer, acid precipitation and sulfur deposition (Crutzen 2006, Heckendorn et al. 2009,
Keith and MacMartin 2015). The parameter d includes operational costs. The net
costs of an increase of atmospheric carbon above preindustrial levels (mt − 1) are

Dm(mt) = a (mt − 1), (4)

6Our quantitative model employs the DICE 2013 carbon cycle, which is slightly better calibrated
than the DICE 2016 carbon cycle (Dietz et al. 2021). Swapping the classical carbon cycle against
an impulse response model of, e.g., Joos et al. (2013) is straight-forward and changes none of the
theoretical results presented here, nor does it make a significant quantitative difference, see Traeger
(2022) for details.

7Traeger’s (2022) nonlinear temperature model is calibrated to the MAGICC 6.0 model and
eliminates the exaggerated warming delay of, e.g., DICE’s linear atmosphere-ocean diffusion model.
It delivers a close match to middle-of the road scientific models and, e.g., Dietz et al. (2021) best
match to the model comparison study CMIP5.

8It is parametrized by the production semi-elasticity to an exponential temperature increase ξ0,
see Appendix B.1
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where a is the semi-elasticity of production with respect to changes in the carbon
dioxide concentration. Costs include ocean-acidification and benefits include the
fertilizer effect that increases plant production and crop yields.

Our theoretic analysis assumes full depreciation of capital over the course of a
decade, the model’s time step, and the aggregate capital stock evolves as

Kt+1 = Yt [1−Dt (T1,t, St,mt)]− Ct. (5)

The quantitative application in Section 4 introduces capital persistence following
Traeger (2022).

2.2 Geoengineering

Radiative Forcing. Volcanic eruptions taught us that small sulfur particles (aerosols)
injected into the stratosphere reflect sunlight back into space cooling our planet. The
temperature on our planet results from a balance of incoming and outgoing radia-
tion, sunlight coming in and infrared radiation leaving. Greenhouse gases trap some
of the outgoing radiation and SG reduces the incoming radiation. The net effect is
summarized by the resulting (anthropogenic) radiative forcing Ft, which is measured
in Watts per square meter (W/m2). We can think of this radiative forcing as the
additional anthropogenic heating. More heating eventually results in higher temper-
atures. The medium-run equilibrium temperature is approximately proportional to
the radiative forcing (see Appendix B.4 for details). Physics teaches us that radia-
tive forcing increases logarithmically in atmospheric CO2 and falls as a consequence
of SG measures Gt(St) that inject sulfur aerosols St into the stratosphere

F exact
t =

η

log 2
log(mt)−Gt(St) =

η

log 2
log

(
mt exp

(
− log 2

η
Gt(St)

))
.

It is common to express radiative forcing in CO2 equivalents, which corresponds to
the argument of the logarithm on the right side of the equation. In terms of CO2

equivalents, the forcing from sulfur and CO2 are no longer independent.
Cooling. At high injection rates, sulfur particles lump together decreasing their

cooling efficiency. As a result, scientists expect an asymptotic limit for the cooling
we can achieve using stratospheric aerosol injections (a maximal possible cooling,
Lawrence et al. (2018)). The uncertainty governing the forcing efficiency is high and
the instantaneous radiative forcing effect of sulfur injections varies strongly across
different climate models (Niemeier and Timmreck 2015, Niemeier and Schmidt 2017,
Kleinschmitt et al. 2018, Lawrence et al. 2018). Table 1 presents Kleinschmitt
et al.’s (2018) modeling results on the effective radiative forcing exerted by sulfur
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injections.9

Table 1: Effective radiative forcing effect from sulfur injections.

Kleinschmitt et al. (2018)
2 TgS 5 TgS 10 TgS 20 TgS 50 TgS
-1.11 -1.64 -2.91 -4.34 -5.63

Units. The negative 5.6 W/m2 (Watts per square meter) in the table is approx-
imately double the cooling power of what we produced so far in terms of anthro-
pogenic warming (IPCC 2021). 1 TgS/yr (Tera grams sulfur per year) are 1 Million
tons of sulfur annually deployed into the stratosphere. Each TgS/yr corresponds
to approximately 25 Boeing 747 loads deployed daily for a year. We note that a
Boeing cannot make it into the stratosphere, but it can fuel fighter jets that de-
ploy the sulfur in the necessary altitude. Other options to deploy the sulfur include
stratospheric balloons (Dykema et al. 2014). The annual injection rates discussed
are rather low compared to already existing anthropogenic and natural (pollution)
flows of about 136 TgS/yr (Kravitz et al. 2009).

Calibration. We calibrate our model to the recent study by Kleinschmitt et al.
(2018). For this purpose, we develop a new functional form with several degrees of
freedom that will permit an analytic solution of the dynamic programming problem
and calibrates well to the exact radiative forcing equation. This approximate radia-
tive forcing is a function of atmospheric carbon mt and the annual sulfur injections
St

Ft(mt, St) =
η

log(2)
log

(
f0 + f1mt +

(
f2 − f3

(
mt

St

)n)
St︸ ︷︷ ︸

≡ FCO2
t

)
. (6)

The expression FCO2
t characterizes the joint radiative forcing of CO2 and sulfur

in CO2 equivalents. In the absence of SG, only the second term in FCO2
t would

contribute. The inner bracket relying on the parameters f2 and f3 reduces the
forcing in response to sulfur injections St. The main contribution derives from the
term f3

(
mt

St

)n
, multiplying the stratospheric sulfur. Sulfur forcing is more efficient

relative to CO2 the larger the atmospheric carbon concentration and the lower the
9The effective radiative forcing, which also includes rapid adjustments such as changes in atmo-

spheric temperature, is larger than the instantaneous radiative forcing effect (Boucher et al. 2017).
The publication only cites the instantaneous radiative forcing impact of sulfur and we obtained
the effective radiative forcing effect in Table 1 from the authors in personal correspondence. The
literature also proposed alternative aerosols like alumina and diamond particles (Weisenstein et al.
2015, Dykema et al. 2016), calcite or limestone (Keith et al. 2016). Given the lack of a natu-
ral experiment with such aerosols, our knowledge about the resulting forcing effect is even more
limited.
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sulfur concentration. For high levels of sulfur, particles lump together reducing their
cooling efficiency. The higher the CO2 concentration, the lower the warming implied
by the marginal ton of CO2 and the higher the relative forcing reduction of sulfur,
which we measure in CO2 equivalents. We summarize both of these nonlinearities in
the joint term whose level effect is captured by f3 and whose nonlinearity is captured
by n > 0.

We fit the function to Kleinschmitt et al.’s (2018) data from Table 1.10 Our fit
combines Kleinschmitt et al.’s (2018) forcing data for sulfur injections with the well-
known forcing from atmospheric carbon dioxide over the interval mt ∈ [1.5, 3], i.e.,
up to a tripling of preindustrial carbon dioxide concentrations. Our fit minimizes the
squared differences of 80 data points. Figure 9 in Appendix B.2 graphs the resulting
radiative forcing function (6) and Figure 10 demonstrates the quality of the fit. We
list the resulting parameters in Table 2. We assume that total radiative forcing

Table 2: Estimated forcing parameters

f0 f1 f2 f3 n
0.254 1.16 0.014 0.46 0.69

remains positive (above preindustrial levels) and impose the following constraints
based on our empirical fit

Assumption 1. The (fit-)parameters fi, i ∈ {0, ..., 3}, are positive and 0 < n < 1.
Radiative forcing remains above the preindustrial level, Ft > 0, and sulfur injections
are between 2 TgS ≤ St ≤ 50 TgS.

Operational costs and damages of geoengineering. Table 3 shows recent
cost estimates of stratospheric sulfur injections based on newly designed airplanes.
These studies estimate the costs for either a given reduction in radiative forcing
(W/m2) or a given quantity of sulfur injected into the stratosphere. Stars in Table 3
denote the values in the study. The values in Table 3 suggest average operational

Table 3: Annual operational costs of stratospheric sulfur injections

Authors Estimate
Klepper and Rickels (2012) billion USD 2-18 for -1∗ W/m2 ≈ 2 TgS
Moriyama et al. (2017) billion USD 10 for -2∗ W/m2 ≈ 7 TgS
McClellan et al. (2012) billion USD 1-3 for 1∗ TgS

” billion USD 2-8 for 5∗ TgS
Smith and Wagner (2018) billion USD 1.5 for 1∗ TgS

10The new functional form can also be calibrated well to data from other studies (see Ap-
pendix B.2).
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costs around $2.3 billion per TgS or a cost contribution to d measured as fraction
of global output of 0.0017% per TgS.11

Damages and potential worries accompanying sulfur-based SG include
changes in precipitation, potential impact on the ozone layer, changes in the temper-
ature profile (day-night and high-vs-low lattitude), acid rain, and resulting impact
on crop yields and ecosystems. Quantitative assessments of these impacts suffer
from insufficient observation. Some authors, for example Moreno-Cruz and Keith
(2013), therefore analyze optimal policy as a function of the damage parameter.
Others make explicit assumptions, acknowledging a limited or hardly existing em-
pirical basis. We show several of those estimates in Table 4, where we translate
the corresponding estimates into our damage parameter d specifying the fraction of
global output lost per TgS. For example, Emmerling and Tavoni’s (2018b) estimate
translates to damages of approximately $135 billion per TgS or $135 per kg of sulfur
and implies a damage semi-elasticity of approximately d = 0.1% per TgS. We discuss
details of these estimates and their translation into our model in Appendix B.3.1.
We note that the operational costs cited in Table 3 are substantially smaller than the
damages estimates. For the global social planner, the semi-elasticity d incorporates
both costs and damages.

Table 4: Damages from SG

Authors Best guess taken d (per TgS)
Emmerling and Tavoni (2018b) Consumption loss of 3% compensating ≈ 0.1%

each 3.5W/m2 of forcing
Goes et al. (2011) GDP loss between 0 and 5% per forcing 0-0.17%

equivalent to a doubling CO2 forcing
Heutel et al. (2018) GDP loss of 3% for resetting forcing ≈ 0.21%

to the preindustrial level

2.3 Global planner solution

In the present section, a global social planner maximizes the infinite stream of utility
from consumption

max
Ct,Et,St

∞∑
t=0

βt log(Ct) (7)

11At an annual world output of 135 trillion USD (purchasing power parity 2019), a deployment
cost of 1 billion USD translates into a fractional output cost of d = 7.4 × 10−4 %. In compiling
the average, we give equal weight to authors (putting only half the weight on each of McClellan
et al.’s (2012) estimates).
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subject to equations (1)-(6), Assumption 1, and some additional model details sum-
marized in Appendix B. The parameter β denotes the utility discount factor (pure
time preference). Appendix C solves the intertemporal optimization problem and
derives the globally optimal level of sulfur deployment.

Proposition 1. The optimal level of sulfur deployment is

S∗
t =

(
(1− n) γ f3
d+ γ f2

) 1
n

mt (8)

with climate change impact γ = β ξ0 σ̃, where σ̃ is a climate system specific multiplier
defined in Appendix B.4.12

The optimal deployment of sulfur increases linearly in the atmospheric carbon con-
centration. We refer to the proportionality factor

z ≡
(
(1− n) γ f3
d+ γ f2

) 1
n

(9)

as the SG propensity. It reappears in the strategic setting and characterizes the
drivers and moderators of the cooling effort (given atmospheric carbon concentra-
tion). This cooling propensity increases in the discount factor β, the temperature
damage coefficient ξ0, and the sulfur efficiency f3. Sulfur deployment decreases in
SG damages d and the non-linear efficiency loss of sulfur cooling n.13

Using the fit parameters from Table 2 and the parameter values from the base-
line calibration of the ACE model (see Appendix C.2) we find the optimal sulfur
deployment level

S∗
t =

(
1.65

16% + 103d

)1.45

mt, (10)

as a function of the damage (semi-)elasticity of sulfur d, and the atmospheric carbon
concentration mt (expressed relative to preindustrial levels). The calibrated formula
shows that the optimal sulfur deployment is extremely sensitive to damages from
SG. The left graph in Figure 1 shows the optimal level of annual sulfur deployment
as a function of the damage parameter d for different carbon concentrations. The

12The closed-form expression for σ̃ stated in the Appendix can be interpreted as the discounted
infinite sum of the current forcing impact on future atmospheric temperatures given atmosphere-
ocean interactions, see Traeger (2022).

13 d
dn log

(
(1−n) γ f3
d+γ f2

) 1
n

= −
log

(
(1−n) γ f3

d+γ f2

)
n2 − 1

n(1−n) < 0 since Assumption 1 requires St ≥ 2 for

mt ∈ [1.5, 3], and thus zn = (1−n) γ f3
d+γ f2

≥ 1.22.
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Figure 1: Optimal level of sulfur (left) and the global SCC (right) as a function of
SG damages (d in %) for the case without net acidification damages, a = 0, and
a case with damages of a = 0.25%. The colored dashed lines give the boundaries
of our model calibration’s validity for the corresponding CO2 levels (implied by the
sulfur deployment constraint and the positive forcing constraint in Assumption 1).

curves are restricted to the invervals satisfying Assumption 1. Inserting S∗
t into

equation (6) yields the optimal level of radiative forcing as a function of the damage
parameter d and the atmospheric carbon stock (see Figure 12 in Appendix B.2).
The higher the damages, the higher the tolerated forcing and, thus, warming levels.
Yet, the tolerated warming is less sensitive to damages than the sulfur injections
because a reduction in sulfur levels increases the cooling efficiency per ton.

We now study the optimal carbon tax in the presence of SG. The SCC reflects
the long-term damage from releasing a marginal ton of CO2 into the atmosphere.
Proposition 1 shows that an increase of atmospheric carbon increases the level of
SG. As a result, SG partially mitigates the damages from releasing a ton of CO2.

Proposition 2. The SCC in money-measured consumption equivalents is

SCCt =
Y net
t

Mpre

[
a︸︷︷︸

ocean
acid

+ f1 γ︸︷︷︸
greenhouse

−
((

f3
zn

− f2

)
γ − d

)
z︸ ︷︷ ︸

geoengineering

]
ϕ̃. (11)

As defined above, the SG propensity is z =
(

(1−n) γ f3
d+γ f2

) 1
n and γ = β ξ0 σ̃ characterizes

the climate change impact. The term Φ̃ is a carbon cycle specific multiplier defined
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in Appendix B.4.14

The fraction Y net
t

Mpre
sets the scale and units of the SCC. The square brackets character-

ize net damages and the term ϕ̃ amplifies the SCC as a result of the long life-time of
atmospheric CO2 (carbon cycle). Earlier analytic integrated assessment models like
ACE only contain a term corresponding to our f1γ reflecting the cost resulting from
a temperature increase in the absence of climate engineering. First, formula (11)
adds direct net damages from atmospheric CO2 caused by ocean-acidification net of
the land-based fertilization effect, represented by the term a. Second, it introduces
the term in round brackets, which reduces the SCC as a result of SG (the bracket is
always positive). The reduction of the SCC increases in the overall effectiveness of
SG f3. The reduction of the SCC increases as well in the overall SG propensity z,
but at a falling rate; the SG propensity in the denominator of f3

zn
reflects that the

effectiveness of sulfur-based cooling decreases in the level of SG. Finally, the dam-
ages from SG d augment the SCC, and more so the higher the sulfur deployment
per unit of carbon (SG propensity z).

The SCC’s composition in Proposition (2) explains how the SCC responds to the
SG propensity. Yet, the SG propensity is itself a function of damages and the sulfur’s
cooling effectiveness. Breaking the SG propensity up into its various contributions,
we find ((

f3
zn

− f2

)
γ − d

)
z = n

(1− n)
1−n
n (γ f3)

1
n

(d+ γ f2)
1−n
n

. (12)

The SCC’s qualitative dependence on damages d and cooling effectiveness f3 remains
as above. We observe that the SCC-reduction is less responsive to SG damages
than is the SG propensity z (comparing equations 9 and 12 the power 1−n

n
< 1

n
as

n < 1). The following intuition governs this damage dependence of the SCC. Lower
damages increases the SG propensity. As a result, each unit of carbon emissions is
accompanied by more cooling, reducing the resulting damage and the SCC. However,
more cooling also releases more sulfur into the atmosphere, partially offsetting the
cooling benefit, which explains why the SCC is less responsive to changes in damages
than the SG propensity itself.

Quantifying the SCC, we follow ACE using a timestep of 10 years and the pa-
rameter specification summarized in Table 10 in Appendix C.2,15 and we use our

14The closed-form expression for Φ̃ stated in the Appendix can be interpreted as a discounted sum
over that part of the marginal ton of CO2 released that remains in (or returns to) the atmosphere
over the course of time, see Traeger (2022).

15We re-calibrated ACE’s temperature dynamics to use two rather than three temperature layers.
This common simplification hardly affects the model’s ability to replicate the temperature dynamics
of scientific climate models and substantially eases the presentation of the regional model with and
without heat transfers in Appendix B. The calibration follows the same method as in Traeger
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radiative forcing estimates from Table 2. The right panel in Figure 1 shows the SCC
in 2019-USD as a function of the SG damages d for a given ocean acidification net
damage parameter a = 0 and for a = 0.25%16.

3 Non-cooperative regions
After discussing the benchmark, we now split the world into non-cooperatively inter-
acting regions. We focus on two regions A and B that consider actively engaging in
geoengineering. We also permit these regions to engage in countermeasures (CM),
an option we can exclude by imposing prohibitively high costs of CM. The rest of
the world interacts with regions A and B only through CO2 emissions and we dis-
cuss those regions in more detail in our quantitative Section 4 and in Appendix A.1.
The regions play a dynamic Markov game and we identify a natural set of strategies
that result in one of three qualitatively different subgame perfect Nash equilibria,
conditional on regional characteristics, sulfur efficiency, and SG damages.

3.1 Regional economies and climate dynamics

This section explains the required changes when splitting the world in several eco-
nomic regions and two different climate zones.

Regional economies and emissions. The regional economies follow equations
(1-5), where functional forms and parameters are idiosyncratic to the regions. CO2

mixes globally and the CO2 dynamics are described in Appendix B.4. Total CO2

emissions now result from region A, region B, and the rest of the world.
Sulfur spillovers. Sulfur injected into the stratosphere spreads widely. It

travels mostly within latitude and towards the poles (Lawrence et al. 2018). It is
impossible to contain stratospheric SG to a region.17 If region A engages in SG with
regional target level SA

t > 0, we denote by αA SA
t the spillovers from region A into

region B. Accordingly, αB SB
t denote the spillovers from region B to region A in case

region B engages in SG.18

(2022).
16Colt and Knapp (2016) estimate the loss of ecosystem services from ocean acidification between

as 0.09% and 0.28% of current global GDP (flow damages). Brander et al. (2012) estimate the net
present value of economic damages from the loss of (only) coral reefs between 0.14% and 0.18% of
current GDP. We base our damage estimate on Colt and Knapp’s (2016) lower bound of 0.1% of
global GDP. This estimate translates into a damage parameter of a = 0.1%

(1.4−1) = 0.25%.
17Recent studies suggest that it might be possible to optimize the geographic distribution of the

cooling by varying the altitude, latitude and season of injections (Kravitz et al. 2017, MacMartin
et al. 2017, Dai et al. 2018, Jones et al. 2018, Visioni et al. 2019). We stick with an exogenous
parametrization of spillovers across regions.

18On average, the level targeted by region A, SA
t , remains in climate zone A’s stratosphere and

the level αAS
A
t remains in region B’s stratosphere. In this notation, the forcing of a unit of St in
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The spillover parameters α is low if one region is located on the northern and
the other region on the southern hemisphere (e.g. the US and Brazil). It will be
close to unity if both regions are located on the same hemisphere and at similar
latitude (e.g. Europe and North America). It will be asymmetric if one region lies
North of the other on the same hemisphere (e.g. Canada would get almost perfect
spillover from the US, but the US much less spillover from Canada). We require
0 ≤ αA, αB < 1. In line with Assumption 1, we assume 2 TgS ≤ SA

t + αB SB
t ≤ 50

TgS, and 2 TgS ≤ SB
t + αA SA

t ≤ 50 TgS.
Regional climate dynamics. We split the globe into two climate zones. For

simplicity, we assume that the rest of the world is part of region B’s climate zone.
Each climate zone experiences region-specific radiative forcing, FA

t (mt, S
A
t +αB SB

t )
and FB

t (mt, S
B
t + αA SA

t ) respectively. See Appendix B.4 for details.
Regional damages and countermeasures. SG creates damages and opera-

tional costs. For region A, dAA summarizes the marginal costs of the region’s own
action, and dBA the marginal costs imposed on region A by region B. Damages
including operational cots as a fraction of output in region A are

DA(TA
1,t, St,mt) = 1− exp

[
DA

T (T
A
1,t)− (dAAS

A
t + dBA αB SB

t )− aA (mt − 1)
]
. (13)

We represent region A’s engagement in CM by SA
t < 0. CM can represent deploy-

ment of a chemical counter-geoengineering agent that partially offsets the radiative
forcing effect of the sulfur emitted by the other region (see e.g. Parker et al. 2018).
Our preferred interpretation, however, is that region A exerts political pressure on
region B to reduce the sulfur spillovers. Giving in to costly political pressure, region
B changes vertical injection profile, geographical distribution, and quantity of the
sulfur injections to reduce the impact on region A. From region B’s perspective,
this response leads to higher costs for similar cooling. The costs usually leading to
a forcing reduction SB

t now lead to a forcing reduction of only SB
t + αAS

A
t < SB

t

in region B. By construction, the reduction in forcing is even stronger in region A
where forcing is αBS

B
t + SA

t .19

the regional model corresponds to that of the globally calibrated model only in the case of high
spillovers (α’s close to unity). For more moderate spillovers the regional efficiency will be lower,
reflecting that indeed regionally deployed sulfur will be (globally) less efficient because it will not
be injected at the right locations (equator). The cost coefficients do not translate one to one from
the global into the regional model but have to be recalibrated.

19In the political pressure interpretation, the α-parameters for cooling and CM are not tied to
the same physical diffusion properties of stratospheric sulfur. Thus, one could introduce a second
set of α parameters for CM. Both sets of α-parameters would likely lie below but not far below
unity. Thus, we simplify the representation using a single set of parameters.
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Denoting operational costs by ϵ, we define region A’s total costs by

dAA(S
A
t ) =


dgAA + ϵgA for SA

t > 0 (A geoengineers)
dcAA − ϵcA for SA

t < 0 (A counters)
0 for SA

t = 0

(14)

where dgAA is the damage from sulfur-based cooling and ϵgA > 0 is the cost of inject-
ing the sulfur into the stratosphere. The parameter dcAA characterizes the damage
reduction (noting that SA

t < 0) from employing CM, and ϵcA ≥ 0 is the cost of CM.
For the damages imposed by region B onto region A we distinguish whether region
B engages in sulfur-based cooling or CM

dBA(S
B
t ) =


dgBA for αB SB

t > 0 (B geoengineers)
dcBA for αB SB

t < 0 (B counters)
0 for αB SB

t = 0

(15)

where dcBA characterizes the damage “offset” in region A as a result of region B’s
CM impeding the desired deployment. The parameters dcBA will generally be strictly
lower than dgAA; CM can at most partially offset the damages. The parameter can
also be negative in case the CM imply a more damaging sulfur deployment profile.
We restrict the damage parameters in the active regions as follows.

Assumption 2. The damage relief from CM is smaller than the damage caused by
SG: dcij ≤ dgil for i, j, l ∈ {A,B}.

We note that Assumption 2 combines necessary assumptions to guarantee a unique
optimal response (dcAA ≤ dgAA and dcBB ≤ dgBB), and assumptions that we only
impose because they seem economically sensible. By symmetry we obtain the same
damage definitions for region B (see Appendix B.3.2).

For ease of presentation, the following subsections turn off the direct heat transfer
between the regions.

Assumption 3. There is no direct heat exchange between climate zones.

See Appendix B.4 for a formal statement of this assumption. As a result of the
assumption, the regional climates interact only through the spillover of the cool-
ing agents. The assumption simplifies the functional expressions without changing
the qualitative results. Our quantitative Section 4 drops Assumption 3 and Ap-
pendix A.2 presents the corresponding generalization of the theoretical results.
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3.2 Deployment strategies

The present section discusses a natural set of regional strategies resulting in a sub-
game perfect Nash equilibrium. Appendix D solves the corresponding dynamic
Markov game. In every period, regions control their sulfur (and CO2) emissions
optimally, anticipating the future reaction of the other region to its own actions;
such a solution is sometimes referred to as a feedback equilibrium (as opposed to
an open-loop equilibrium requiring commitment devices or implying continuous re-
vision of plans). Our regions condition sulfur deployment on carbon concentration
in direct analogy to the unique optimal strategy of our global social planner. As in
this earlier setting, a linear deployment strategy also supports a subgame perfect
Nash equilibrium in the dynamic game.20 We consider such a linear response of SG
to carbon concentrations a reasonable assumption governing possible actions in the
real world.

Proposition 3 (Strategies). The following strategies characterize a Markov perfect
Nash equilibrium of the dynamic game. If (i) SB

t = 0 region A chooses SA
t (mt) =

zgAmt and if (ii) SB
t ̸= 0 region A chooses

SA
t (mt) =

mt

1− αA αB

(
zgA − αB zB

)
if zgA > αBzB (SG) (16)

SA
t (mt) =

mt

1− αA αB

(
zcA − αB zgB

)
if zcA < αBz

g
B (CM)

SA
t = 0 otherwise (inactive)

with SG propensity and CM reluctance

zgA =

(
(1− n) f3 γA

f2 γA + (dgAA + ϵgA)

) 1
n

, zcA =

(
(1− n) f3 γA

f2 γA + (dcAA − ϵcA)

) 1
n

and climate change impact γA = βA ξA0 σ̃A. In equation (16) zB ∈ {zgB, zcB} depending
on whether SB

t ≷ 0. By Assumption 2, zgA < zcA and the cases above are mutually
exclusive. Swapping region indices characterizes region B’s strategies.

20Also the static linear-quadratic model by Heyen et al. (2019) and the linear quadratic dynamic
game by Manoussi and Xepapadeas (2017) give rise to linear deployment strategies (our solution
does not rely on a linear-quadratic model). Despite permitting for some asymmetries, Manoussi
and Xepapadeas (2017) only find a “climate match” solution where both regions are cooling jointly.
Heyen et al.’s (2019) stylized static game also identifies the three different types of equilibria that
we classify in Section 3.3, yet, in their setting the availability of CM eliminates free-driving whereas
in our case both types of equilbria can co-exist over the heterogeneity domain of the regions (see
e.g. Figure 2).
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One active region. In the case where one of the regions remains inactive (say
SB
t = 0), the other region’s optimal cooling effort is structurally equivalent to the

social planner setting in Proposition 2; sulfur deployment increases proportional to
the atmospheric carbon concentration and to the SG propensity zgA. As in the social
planner setting, this cooling propensity increases in the climate change impact γA
and the sulfur efficiency f3. Sulfur deployment decreases in SG damages and the
non-linear efficiency loss n of sulfur cooling. In contrast to the social planner, the
active region only accounts for its own climate impact γA and for its own damages
dgAA and costs ϵgA from SG (damages and costs were combined into a single term d
in the social planner’s problem).

Both regions cooling. In the case where both regions engage in cooling, the
strategic interaction introduces two novel motives for sulfur deployment. First, a
region acknowledges the other region’s contribution and reduces its own sulfur de-
ployment accordingly (free-riding). In equation (16), this direct response subtracts
the spillover-weighted SG propensity αBz

g
B of the other region from region A’s orig-

inal SG propensity zgA. Second, each region anticipates that the other region will
respond to its own response. Because of the linear response functions, this higher
order reaction leads to the multiplier 1

1−αAαB
; it scales up region A’s action as a

result of its anticipation that region B reduces its sulfur deployment (free-rides) in
response to A’s action. This higher order response counteracts the initial free-riding
incentive; it is always smaller than the initial response and there is only a partial
crowding out.21 In summary, with both regions cooling, each region’s sulfur deploy-
ment (i) decreases strategically as a result of joint action (or free-riding), but this
decrease is (ii) partially offset by a region’s anticipation of the other region’s cooling
reduction (or free-riding).

Countermeasures and climate-clash. In the case that regional interests
clash, one region, say region B, is cooling. Region B’s “excessive” SG causes spillovers
that drive region A to engage in CM (SA

t < 0). The propensity zcA characterizes
the reluctance to engage in the CM. A higher reluctance zcA delays the onset of CM
and, once region A counters, reduces the strength of the CM.22 The CM engagement
increases in the other region’s (spillover-weighted) SG propensity. The anticipation

21The finding is less obvious at second thought. The initial free-riding incentive grows in the
other region’s SG propensity, whereas a region’s anticipation of the other regions free-riding is
(analogously) driven by its own SG propensity. In principle, a region’s anticipation effect could
therefore dominate the initial free-riding effect as the following calculation shows: zg

A−αB zg
B

1−αA αB
mt >

zgAmt ⇔ zgA − αBz
g
B > zgA − αAαBz

g
A ⇔ zgB < αAz

g
A. However, if region A’s spillover weighted SG

propensity indeed dominates region B’s own SG propensity (αAz
g
A > zgB), the two regions would

be in a different equilibrium where only region A is cooling and region B free-rides (or engages in
CM) as we will establish in Proposition 4.

22The sign in front of the deployment costs ϵA switches because reducing SA
t now imposes

deployment costs of the CM (rather than reducing sulfur deployment costs). This discrete jump
from reducing sulfur deployment costs to incurring CM costs ensures a non-trivial (zgB-)interval
where A simply remains inactive.
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Figure 2: Regional strategies as a function of B’s SG propensity zgB by varying dgBB.
Each region either deploys sulfur (green), a CM (red), or stays inactive (blue). The
dotted black line depicts the target level of sulfur in A (SA

t + αB SB
t ). Note that

∆ zA ≡ αA zgA − (zcB − zgB).

of each other’s responses imply once again the multiplier 1
1−αAαB

. Here, the antic-
ipation of each other’s response intensifies a clash. Each region tries to push the
climate harder into the opposite direction. Despite the friction, the actions bring
both countries closer to their targets.23

Figure 2 shows the deployment of sulfur or the engagement in CM for regions
A and B as a function of region B’s SG propensity zgB by varying B’s SG damages
dgBB.24 The graphs keeps region A’s parametrization fixed. In the middle of the
graph, both regions deploy sulfur. Here, regional cooling propensities are higher

23In the case of a physical CM, the incomplete spillovers (αAαB < 1) imply that simultaneous
warming and cooling in the two regions brings both regions closer to their desired temperatures.
In the political CM interpretation, a region is pressured into reducing spillovers as well as possible.

24We assume dcBB = 0.5 dgBB . To get a unique parametrization in terms of propensities, the
graph shows zgB even if the chosen strategy is zcB .
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than the spillovers received from the other region (αA zgA < zgB < zgA α−1
B ). Moving

to the left, region B’s SG propensity falls. Eventually, the spillovers from region A
cause sufficient cooling and region B ceases its SG activities (zgB < αA zgA). Moving
further left, region B’s desire for SG turns into a tolerance for SG. Eventually this
tolerance will be exhausted and region B starts to fight back with CM (zgB < ∆ zA ≡
αA zgA − (zcB − zgB) ⇔ zcB < αA zgA). Analogously, the right side of the graph shows
how region A becomes inactive if region B’s SG propensity is sufficiently high and
will eventually resort to CM if region B’s SG becomes excessive.

The dashed black line shows the resulting sulfur level in region A. As long as
A engages in SG, it keeps sulfur at its target level (SA

t + αB SB
t = zgAmt). Once

region A turns inactive, the sulfur starts exceeding the target level and will even-
tually be stabilized at a higher level using CM. These levels are determined by the
CO2 concentration and the region’s SG propensity and CM reluctance, respectively.
Dropping Assumption 3 on the absence of direct heat exchange eliminates the con-
stancy of the target levels and the piece-wise linearity of the graph, but preserves
the qualitative features (see Figure 5 in Appendix A.2).25

3.3 Characterization of equilibria

We now identify the parameter ranges that give rise to the different types of equilib-
ria and show that they are mutually exclusive and cover the full parameter domain.

Proposition 4 (Equilibria). The strategies in Proposition 3 give rise to 5 quali-
tatively different Markov perfect Nash equilibria. They are mutually exclusive and
classified based on fundamentals as follows:

Climate clash SA
t > 0, SB

t < 0 : α−1
A < h

Free-driver/rider SA
t > 0, SB

t = 0 : h ≤ α−1
A ≤ H

Climate match SA
t > 0, SB

t > 0 : αB < H < α−1
A

Free-driver/rider SA
t = 0, SB

t > 0 : H ≤ αB ≤ Ĥ

Climate clash SA
t < 0, SB

t > 0 : Ĥ < αB

25Heyen et al. (2019) depict the equilibrium of their static game over a similar “asymmetry
domain”. In their case, the asymmetry between the two regions is the desired target temperature.
Their linear-quadratic setting gives rise to strategies that are piecewise linear and concave over
this temperature target asymmetry. In our IAM, countries cannot simply set the temperature,
but we note that the above strategies are highly non-linear (and neither concave nor convex)
over the relevant parameters characterizing a country’s implied “temperature preferences” like
climate or SG damages and depend explicitly on climate dynamics, cooling efficiency, and spill-
over characteristics.
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with the ratios of SG propensities (or CM reluctance)

h =
zgA
zcB

, H =
zgA
zgB

, and Ĥ =
zcA
zgB

.

We note that h ≤ H ≤ Ĥ and that αB ≤ α−1
A .

The spillover parameters and the ratios of the SG propensities (or CM reluctance)
characterize the type of equilibrium that arises.

Symmetric regions. Two fully symmetric regions target the same SG levels,
implying a SG propensity ratio H = 1 and a climate match equilibrium where both
regions contribute to cooling the planet. In the absence of operational costs, this
non-cooperative equilibrium would be efficient in cooling the planet, given carbon
stocks and emissions.26

Asymmetric regions. Departing from the case of symmetry, we assume that
region A’s SG propensity zgA falls, e.g., because perceived damages from SG are
larger or because its climate impacts are lower than in region B. As a result, the
SG propensity ratio H falls and so is region A’s contribution to cooling the planet.
Once H ≤ αB ⇔ zgA ≤ αBz

g
B ceases activity; the spillovers from region B provide

sufficient cooling. At least initially, region A becomes a free-rider. As long as A un-
ambiguously benefits from region B’s actions, we would resist calling this unilateral
cooling a “free-driver” equililibrium. However, eventually the SG externality turns
negative for region A and the “free-driver” label might be suitable. Once, spillovers
from region B dominate region A’s reluctance to engage in CM, the regions enter a
climate clash ( αB < Ĥ ⇔ αBz

g
B > zcA).

3.4 Emissions

By reducing global temperatures, SG can reduce the incentive for greenhouse gas
mitigation. As discussed in the introduction, a measure of a region’s incentive to
reduce emissions is the SCC.27 Traeger (2021) discusses the relation between the SCC
and emissions for a variety of production structures including DICE and Golosov
et al.’s (2014) model. In general, emissions for region A are

EA
i,t =

σA
Y,Ei

Y net
A,t

HOTA
i,t + βSCCA

(17)

26In the absence of operational costs, each region merely balances costs and benefits of SG at
the optimal level. As a result of the symmetry, the regions agree on the optimal level. In the case
of operational costs, the target level is too low because a region does not incorporate the other
regions’ spillover benefits. Of course, the CO2 externality remains unresolved.

27Our quantitative Section 4 incorporates that some regions seem to incorporate more than only
their own damages in setting prices on carbon emissions. In the present discussion, we can think
of it as a slightly increased climate damage factor γ.
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where σA
Y,EA

i
= ∂FA(·)

∂EA
i,t

EA
i,t

Y A
t

denotes the production elasticity of fossil resource i and

HOTA
i,t denotes the scarcity value of the resource (Hotelling rent). In general, both

σA
Y,Ei

and HOTA
i,t are endogenous and reflect how strengthening climate measures

restructures the economy and changes resource scarcity. Traeger (2021) states condi-
tions under which an increase in the SCC always reduces current emissions (standard
case). He also derives a closed-form solution of emissions under the DICE/RICE
production structure which we employ in the next section for our simulation.

3.5 Regional social cost of carbon

SG reduces future warming and future damages per ton of carbon emitted today.
The present section analyzes the corresponding determinants of the SCC and, thus,
the incentive to mitigate. In our strategic setting, the SCC depends on the type of
equilibrium and other regions’ actions.

Proposition 5 (Regional SCC). (i) If SB
t = 0, the SCC in region A is

SCCA
t (z

g
A, dAA) ≡

Y net
A,t

Mpre

[
aA︸︷︷︸

ocean
acid

+ f1 γA︸ ︷︷ ︸
green-
house

−
((

f3
(zgA)

n − f2

)
γA − (dAA)

)
zgA︸ ︷︷ ︸

geoengineering

]
ϕ̃A

where dAA = dgAA + ϵgA. (ii) If region A itself is inactive (SA
t = 0),

SCCA
t = SCCA

t (αB zgB, d
g
BA). (iii) If both regions are active (SB

t ̸= 0, SA
t ̸= 0),

SCCA
t = SCCA

t (zA, dAA)−
Y net
A,t

Mpre

[
−αB(zB − αA zA)(dAA − dBA)

1− αA αB︸ ︷︷ ︸
spillover

]
ϕ̃A

with zA ∈ {zgA, zcA}, zB ∈ {zgB, zcB}, dAA ∈ {dgAA + ϵgA, d
c
AA − ϵcA}, and dBA ∈

{dgBA, d
c
BA} depending on whether the corresponding region engages in SG (g) or

CM (c). Swapping regional indices characterizes region B’s SCC.

Before discussing the SCC-formulas in detail, we summarize some consequences in
the following corollary.

Corollary 1. (i) The availability of SG reduces the SCC of a unilaterally acting
region. (ii) In all other types of equilibria, the impact of the availability of SG
on the SCC is ambiguous; it can increase, decrease or leave the SCC unchanged
depending on the heterogeneity of damages, climate impacts, and spillovers. (iii)
Therefore, SG can increase or decrease global emissions in all types of equilibria.
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The regional SCC in the absence of SG is given by the first two terms in square
brackets (and coincides with setting the SG propensities to zero).

Unilaterally acting region. If region B is inactive (SB
t = 0), region A’s SCC

has the same structure as in the global model. In contrast to the social planner, A
only accounts for its own climate impact γA and for its own damages dgAA and costs
ϵgA. As in the global social planner case, the availability of SG always reduces the
active region’s SCC.

Inactive region. If region A is inactive (SA
t = 0), the structure of its SCC

resembles that of the unilaterally acting region. However, the SCC is no longer
driven by its own SG propensity (zA) or damages (dAA); rather it is driven by the
spillovers from region B, αB zgB, and the corresponding damages dgBA. As a result, the
inactive region’s SCC can increase or decrease depending on the regional differences
in climate impact and SG damages.

Both regions active: the spillover term. If both regions are active an
additional term enters region A’s SCC, which we label the

spillover term: − αB(zB − αA zA)(dAA − dBA)

1− αA αB

= −αB
SB
t (mt)

mt

(dAA − dBA). (18)

Climate-match. The spillover term characterizes how region B’s action changes
region A’s SCC w.r.t. unilateral action. At the heart of the spillover term are the
excess costs dAA − dBA from region A’s own as compared to region B’s SG. They
capture the difference between the marginal damages and deployment costs per
unit of SG that region A incurs from its own versus B’s action. If damages are
independent of where SG is deployed, then excess costs equal the positive deployment
costs ϵgA, and region A benefits from B’s support in cooling the planet. This benefit
from B’s engagement grows with the spillover weighted sulfur emissions of region B,
αB

SB
t (mt)

mt
, here per unit of atmospheric carbon.

To understand the implications of joint cooling for a region’s SCC, we have
to understand how cooling support affects the costs resulting from the marginal
ton of CO2 emissions. This ton increases the atmospheric carbon concentration
and, thereby, triggers additional and enduring SG in both regions. The spillover
term represents the benefits from the other region’s cooling support, which reduces
the costs of (partially) offsetting the damages from releasing a unit of CO2. For
sufficiently similar regions, the shared cooling effort therefore reduces the SCC as
compared to the case of unilateral action. However, if the spillover damages are
substantially larger than a region’s self-imposed damages, e.g., as a result of the
sulfur distribution and resulting acid rain patterns, then excess costs are negative
and the spillover term can also increase a region’s SCC.

Climate-clash. In the case where region A is cooling and region B engages in
CM, region B’s deployment term SB

t (mt)

mt
turns negative and region A’s excess costs
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in the spillover term are positive.28 As a result, the spillover term increases the
SCC for the cooling country. In the case where region A engages in CM and region
B deploys the sulfur, region B’s deployment term SB

t (mt)

mt
is positive and region A’s

excess costs turn negative.29 Again, the spillover term increases the SCC. Thus, in
a climate clash, the spillover term always increases the SCC in both regions. Here,
regions always counteract each other. The interference grows stronger for higher
CO2 concentrations, thereby increasing the cost of emitting another ton of carbon.
Depending on whether the positive spillover term dominates the cooling term, the
availability of SG can increase or decrease the SCC.

Figure 3: Region A’s SCC as a function of region B’s SG propensity (by varying
dgBB). Note that ∆ zA = αA zgA − (zcB − zgB).

Figure 3 illustrates region A’s SCC across the different equilibrium domains.
As in Figure 2, we increase region B’s SG propensity along the horizontal axis by
varying its SG damages dgBB.30 On the left, region B’s cooling propensity (and
CM reluctance) is small; region A is cooling and region B engages in CM. Here,
the clash between the regions grows with each unit of carbon emissions, which
raises the social costs of emitting carbon. As region B’s damages fall, the conflict
and the spillover term decline; region A’s SCC falls (red dashes). Once region B’s

28Region B’s CM can at most offset damages in region A (dAA − dBA = dgAA + ϵgA − dcBA > 0 by
Assumption 2.

29Now A’s CM can at most offset the damages, dAA−dBA = dcAA−ϵcA−dgBA < 0 by Assumption
2.

30Region A’s SG propensity and CM aversion are fixed and we set dcBB = 0.5 dgBB ; in addition,
we set dgAA = dgBA.
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damages fall sufficiently, region B stops countering and turns inactive. Region A
acts unilaterally without interference and its SCC remains constant (blue dashes).
As B’s SG damages fall further, its SG propensity eventually exceeds the spillovers
from region A. Then, region B joins the cooling effort and region A’s SCC decreases;
the impact of an additional unit of carbon emitted by region A will increasingly be
offset by region B’s cooling (saving A the effort of sulfur deployment). Eventually,
region A becomes inactive (blue dots). From this point onward, only region B cools.

At the beginning of the blue dotted segment, the two regions’ SG propensities
are still close and region B’s cooling causes an unambiguously positive externality
for region A; region A is a free-rider in the classical sense. Appendix A.3 show that
the marginal sulfur externality is increasing and concave in the carbon concentration
mt and decreasing and convex in the sulfur level St. As region B’s SG propensity
grows, region A’s SCC continues to decline until it takes on a minimum at αB zgB =(

f3(1−n)γA
f2γA+dgAA

) 1
n . Here, the marginal externality is maximal. As we move further to

the right, the SCC increases again. The marginal externality starts to fall, but
the overall externality continues to increase up to the point where the marginal
externality turns negative. Once the marginal externality turns negative, cooling
gains an aspect of free-driving. We can label it “marginal free-driving”; here the
marginal externality is negative but the overall externality is still positive (“too
much of the good thing”). We simultaneously have a free-driver that overdoes the
cooling and a free-rider who still benefits overall (“free-driding”?). Eventually also
the overall externality can turn negative. As long as region A abstains from CM, we
can label region B a “pure free-driver”. However, it depends on the cost-effectiveness
of the CM whether this situation arises. If CM are sufficiently cost-effective, region
A can engage in CM even before the overall externality turns negative. Then, there
is “no free driving” (no lunch punch intended). In the clash, the SCC increases even
more steeply (red dotted segment).

4 Quantitative results in the regional setting
This section simulates the strategic model. It incorporates direct heat exchange
(dropping Assumption 3) and capital persistence as in Traeger (2022). We choose
the US and China as the potentially active SG regions A and B. The rest of the world
is divided into 10 regions who can only react by adapting their CO2 emissions. Our
calibration without SG is based on the RICE 2010 model (Nordhaus 2010), which
we update based on the current Penn World Tables (Feenstra et al. 2015) and the
Global Carbon Project (2021). We increase RICE’s climate damages by 50% based
on the finding that RICE and DICE damages are lower than more recent damage
estimates (Burke et al. 2015, Howard and Sterner 2017, Nordhaus and Moffat 2017,
Newell et al. 2021, Traeger 2022). This calibration indicates that the EU, Japan,
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and “Other High Income” (OHI) set a higher carbon price than suggested by the
Markov game. We assume that these regions have a higher effective damage function,
e.g., because they also account for damages in other regions. For these regions, we
calibrate a damage multiplier or “care factor” based on the relation between current
regional CO2 price (World Bank 2021) and the model-predicted SCC without SG
(and without “care factor”). We discuss details of the calibration and state these
adjustment factors in Appendix B.5.

Motivated by Emmerling and Tavoni (2018b), we assume that all countries apart
from China have SG damages of 0.1% of GDP per TgS. We assume that China’s
perceived SG damages are lower and accounted at only 0.05% of GDP per TgS.
This assumption will illustrate how a country that is less worried about side-effects
from SG can single-handedly regulate the global climate. Figure 4 shows the results
of our simulation for a world with an SG option (solid lines) compared to a world
without SG (dotted lines).

Geoengineering. China becomes the (only) active region and starts with sulfur
injections of about 6 TgS in 2022 that rise to about 10 TgS by the end of the century
(upper left panel in Figure 4). This increase follows the increase of the atmospheric
carbon concentration according to SChina

t (mt) = 3.77 · mt. The fact that players
anticipate the direct heat exchange across regions increases China’s geoengineering
propensity by 12% (we evaluate Proposition 7 in Appendix A.2 rather than the
slightly simplified Proposition 3).

SCC and emissions. The availability of SG leads to a decrease in the region-
specific SCC in all regions. As a result, CO2 emissions increase. The increase in
emissions is moderate for the next 50 years. It grows stronger towards the end of the
century when the model predicts a curbing of emissions in China and the developing
world absent SG. We observe that China’s SCC catches up with the European SCC
because of its stronger economic growth, which implies that China worries over a
(faster) increasing share of global output, even if restricting attention to its own
damages.

Table 5 splits up the SCC into its contributions deriving from ocean acidification,
the greenhouse effect, and the reduction resulting from from China’s SG deployment.
Ocean acidification contributes a non-negligible share for all regions.31 India sees the
strongest reduction in mitigation incentives as a result of geoengineering; its SCC
falls by over 30%. China, the active player, experiences a reduction of over 25%,
and the US and the EU see a reduction around 20%. Russia, who suffers less under
climate change and loses out similarly on the geoengineering damages sees the lowest
reduction in the SCC; yet, even Russia’s SCC is falling under geoengineering. Our
numeric simulation uses the extended formula that includes explicit heat exchange

31Running the model without ocean acidification damages results in qualitatively similar results.
The SCC is slightly lower and temperatures almost approach the 2◦C target by the end of the
century.
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Figure 4: Calibration results with SG (solid) and without SG (dashed) for sulfur
deployment, emissions, total damages (SG plus climate), SCC, temperature increase,
and the effect of SG on per capita consumption. The bottom left panel shows
the absolute externality of sulfur, and the bottom right panel shows the marginal
externality of sulfur in the year 2025.

27

Electronic copy available at: https://ssrn.com/abstract=3958821



across regions (see AppendixA.2). The last column of Table 5 shows that Proposition
5’s simpler formula incurs a minor quantitative error; the column states the net
change of the regional SCCs as a result of direct heat exchange.32

Table 5: Contributions to the regional Social Cost of Carbon.

SCC in world without geoengineering Geo SCC ∆ SCC due to
Region (Ocean acid + Greenhouse = 100%) reduction heat exchange
USA 15% + 85% – 19% + 6%
China 15% + 85% – 27% + 7%
EU 14% + 86% – 21% + 7%
Russia 18% + 82% – 12% + 6%
India 9% + 91% – 31% + 8%

Temperature and damages. Our simulations shows that the strong cooling
effect of sulfur implies that SG much more than compensates for the increase in
emissions, also in the long-run. Temperatures fall initially before increasing again
alongside the global carbon concentration, but at a slightly lower rate. Temperature
levels under SG remain well below those in a world without SG. Without SG, our
calibration implies a temperature increase of 3◦C by 2100.33 This increase drops
to 1.5◦C in both climate zones as a result of China’s SG. However, temperatures
keep increasing until they peak in 2165 at 2.2◦C. Given strong sulfur spill-overs
and heat exchange, the temperature response of the two climate zones is similar.
Figure 4 also compares total damages with and without SG. Given the temperature
reduction, damages in most regions fall in response to China’s SG. However, total
damages in Russia are higher under SG until mid century; here, the SG damages
cannot make up for the limited cooling benefits.

Consumption impact, marginal externality, and free-riding/driving.
Figure 4 shows that the effect of SG on per capita consumption differs substantially
across regions and across time. The strongest increase in per capita consumption
by 2100 occurs in regions with high climate change damages such as India (+2.8%)
and Africa (+2.2%). Regions with low climate change damages, such as Russia,
experience a decrease in per capita consumption until mid of the century. The
results suggest that the poorer regions tend to benefit more from SG, which might

32The model’s actual temperature dynamics are the same in both simulations. In the simplified
formula, the decision maker does not incorporate the heat exchange when calculating the SCC.
Direct heat exchange increases both the greenhouse gas induced warming and the SG-based re-
duction. Table 5 reports the net difference, where the greenhouse gas induced warming dominates.
For the USA (China) SG reduces the SCC by 16% (25%) instead of 19% (27%) when omitting
direct heat exchange in the SCC formula.

33This temperature increase is slightly higher than the projected increase of 2.7◦C from the
latest UN Emissions Gap Report (UNEP 2021). The increase of 2.7◦C by 2100 is UNEP’s (2021)
best-estimate if all unconditional 2030 pledges are fully implemented.
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not surprise given that these regions also have the most to lose from climate change.
This result complements distributional studies of SG undertaken in non-strategic
frameworks (e.g. Nordhaus and Boyer 2000, Rickels et al. 2020, Harding et al. 2020).
Moreover, the graph shows that – despite higher SG damages – almost all regions
are free-riding on China’s cooling. Even Russia will eventually benefit from the
SG; however, today’s net present value is negative for Russia in our simulation (see
bottom left panel in Figure 4).

The bottom right panel in Figure 4 presents the marginal externality in 2025,
see Appendix A.3 for the underlying formula. We note that the marginal externality
is a net present value of costs and benefits. The marginal externality is negative
for all regions but Africa and India who suffer the most from climate change. The
negative externality is largest for the US and the EU only because of their large
GDP, in utils the marginal externality is the most negative for Russia followed by
Eurasia and Latin America.34 We conclude that, for the vast majority of regions,
China is a marginal free-driver in our simulation; most regions object to the last
ton of sulfur injected, but all regions except for Russia benefit from China’s sulfur
injections overall. The present section is an example of a calibration of a possible
future and a proof of concept. We hope that our model will be used to explore a
variety of alternative scenarios.

5 Conclusions
Solar geoengineering (SG) is considered a possible remedy for dangerous climate
change, possibly complementing current mitigation efforts. The paper introduces
SG into a state of the art integrated assessment model of climate change. We derive
closed-form solutions that incorporate current scientific knowledge about the cooling
response to stratospheric sulfur injections in a global social planner setting and in
a dynamic game. We contribute to understanding and quantifying the interaction
between SG, greenhouse gas mitigation, and temperature increase resulting from
optimal and strategic actions.

The global model shows that the social planner’s optimal sulfur deployment is
very sensitive to potential damages from SG, which are mostly unknown. SG lowers
the optimal carbon tax; a change that is slightly less sensitive to SG damages than
the sulfur injections themselves (as a result of decreasing cooling efficiency). The
reduction of the optimal carbon tax is larger for a high cooling efficiency and high
climate damages. SG could cut the SCC into half if damages turn out negligible.
However, under current damage guesstimates SG would reduce the globally optimal
SCC by only 18%.

34Appendix A.3 shows the sulfur levels that would be optimal for each region and graphs the
marginal externality for 2025 as a function of the sulfur level.

29

Electronic copy available at: https://ssrn.com/abstract=3958821



Our strategic model assumes that regional deployment follows a linear Markov
strategy where sulfur deployment is conditioned on the atmospheric carbon concen-
tration. Such a linear deployment strategy is the unique optimal course of action
in the case of a global planner. We characterize the regional strategies and iden-
tify three qualitatively distinct types of equilibria; unilateral action where only one
region is active, a climate match where two regions cool the world, and a climate
clash where one region cools and another region engages in countermeasures (CM).
We show that these equilibria are mutually exclusive and depend on the regional
damage characteristics. We study how changes in SG damages, climate impact, and
the effectiveness of CM affect the equilibrium domains.

If the active regions are symmetric, they both contribute to global cooling. As
the regions become heterogeneous, regions with lower climate damages or higher
SG damages will increasingly free-ride on the other region’s actions. Given this
ability to free-ride, the region’s SCC falls and its greenhouse gas emissions increase.
Eventually, the free-riding region will stop to contribute entirely and we enter a uni-
lateral cooling equilibrium. There exists a small domain that can be unambiguously
labeled a free-rider equilibrium; the inactive region benefits from every unit of SG.
As the regions’ benefit-cost ratios of SG become more asymmetric, the marginal
sulfur injections will eventually harm the free-riding region even if it still benefits
overall. Relating to the Weitzmannian “free-driving” metaphor, the active region is
free-driving on the margin by “overdoing” SG, but the other region(s) is/are still
free-riding overall. Once the overall externality turns negative, the inactive country
is unambiguously worse off than without SG; a “pure free-driver equilibrium”. If CM
exist, such a pure free-driver equilibrium might fall victim to a climate clash. Even
in a climate clash, regions can still be better off than without SG. In addition, the
climate clash increases the regional SCCs which reduces the CO2 externality.

By assumption, the rest of the world is either unable or credibly unwilling to
engineer the planet’s climate. Such regions are always able to free-ride on the
cooling, which is beneficial if they are sufficiently similar to the region undertaking
SG. In such a scenario, the incentives to mitigate CO2 drop almost everywhere
piling up an increasing stock of atmospheric CO2. In principle, such a mitigation
loss can increase not only the carbon concentration but also the global long-run
temperature. However, it is reasonable to assume that the incentives to engage in
climate engineering are largest for regions that benefit the most. If these regions
have a sufficiently high benefit-cost ratio of SG as compared to the rest of the world,
the SCC in the rest of the world can increase. As a result, CO2 emissions fall under
(and despite of) SG.

Our quantitative regional integrated assessment finds that, most likely, the avail-
ability of SG increases emissions but reduces temperatures. It also suggests that
most regions benefit from an individual country’s strategic SG, turning the poten-
tial free-driver into the delivery man of a public good. In our simulation, China
free-drives on the margin and all other regions apart from Russia experience an
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overall positive externality even though we assumed higher SG damages for those
regions. Only Africa and India also experience a positive marginal externality and,
thus, benefit from every unit of sulfur injected into the stratosphere. We suggested
the label “free-driving equilibrium of the first kind” for this situation where a coun-
try or region is a free-driver on the margin but still delivers a public good overall
with some distributional repercussions.

Direct heat exchange between the regions was omitted in the formulas of the
main text but part of the quantitative simulation. We show in the Appendix that
direct heat exchange between regions increases a region’s incentive to cool the planet
because the region benefits not only from its own direct cooling, but also from the
spillover cooling in the neighboring regions. Under unilateral action, heat transfer
therefore increases a region’s cooling incentive. However, if both regions are active,
they anticipate the other’s response, resulting in a free-riding incentive that reduces
or even inverts the original incentive for additional action. These incentives also
affect the regional SCCs.

Like any model of a complex real world phenomenon, our framework has many
short-comings including a limited freedom in the choice of functional forms. On the
upside, the functional forms deliver a good fit of climate dynamics and sulfur-based
cooling and, apart from a restriction to log-utility, our regional integrated assessment
is state of the art. Another short-coming is that our framework is deterministic,
whereas large uncertainties surround both climate change and SG (Emmerling and
Tavoni 2018a, Heutel et al. 2018, Kelly et al. 2021). The present framework also
sets the stage for an extension incorporating some of these uncertainties following
the methods presented in Traeger (2018), which would make it the first quantitative
stochastic integrated assessment model with strategic interactions, an interesting
challenge for future work.
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Appendices
Appendix A discusses further results governing the SCC formulas in the rest of the
world (the regions not able to undertake geoengineering, Appendix A.1), the ex-
tended analytics with explicit heat transfer across regions (Appendix A.2), and the
marginal externality imposed by geoengineering on other regions (Appendix A.3).
Appendix B discusses the details of the models starting with production, climate
damages and (potential) resource scarcity (Appendix B.1), raditative forcing (Ap-
pendix B.2), geoengineering damages (Appendix B.3), climate dynamics (Appendix B.4),
and some more details on the regional calibration (Appendix B.5).

Appendix C solves the Bellman equation of the global model (Appendix C.1)
and proves the first two propositions (Appendices C.2 & C.3). Appendix D solves
the regional model, first setting up the Bellman equation and the Markov strate-
gies for the active regions (Appendix D.1), then verifying the solution to the Bell-
man equation (Appendix D.2), calculating the shadow values of the state variable
(Appendix D.3), and finally taking care of the rest of the world (Appendix D.4).
Appendix E summarizes the proofs for the regional model building on the solutions
derived in Appendix D.

A Further results
Appendix A.1 discusses the SCC formulas in the rest of the world. Appendix A.2
presents the formulas for optimal sulfur deployment and the SCC under direct heat
transfer. It discusses how direct heat exchange alters the strategies, equilibria,
deployment, and SCC. Finally, Appendix A.3 further discusses the marginal exter-
nality both analytically and for our quantitative simulation.

A.1 Rest of the world

We discussed the strategic SG and mitigation decisions in technologically advanced
and politically powerful regions that are willing and able to engage in climate en-
gineering. The large part of the world will not be able or willing to perform such
planetary alterations. Yet, even a single region’s activity will change the mitigation
incentives around the globe. This section discusses how the availability of SG (and
possibly CM) for some region changes the mitigation incentives around the world.

The “rest of the world” does not engage in climate engineering and affects re-
gions’ A and B only indirectly through its emissions and the resulting changes of
atmospheric carbon concentrations affecting SG levels. The rest of the world has an
aggregate economy similar to that of regions A and B with idiosyncratic production
function, damages, and resulting capital and emission dynamics. We denote the sul-

39

Electronic copy available at: https://ssrn.com/abstract=3958821



fur related SG damages (or damage reductions) caused to the rest of the world by
region i ∈ {A,B} through its deployment of sulfur (or the CM) by diW ∈ {dgiW , dciW}.
If region i remains inactive, the respective damage parameter is zero. The resulting
overall damages incurred by the rest of the world, as a fraction of its output, are

DW
t (τB1,t, St,mt) = 1− exp

[
ξW0

(
1− τB1,t

)
− (dBWSB

t + dAW αA SA
t )− aW (mt − 1)

]
.

(19)
As we assumed that the rest of the world is part of climate zone B, we also assume
that sulfur levels are the same as in region B, including both local deployment SB

t

and spillovers αA SA
t from region A. We now characterize the impact of SG on the

mitigation incentives in the rest of world.

Proposition 6. If region i ∈ {A,B} acts unilaterally, the SCC in the rest of the
world is given by

SCCW (z) =
Y net
W,t

Mpre

[
aW + f1 γW −

((
f3
zn

− f2

)
γW − dgiW

)
z

]
ϕ̃W

where z = αA zgA for i = A (other climate zone active) and z = zgB for i = B (same
climate zone active). If both regions are active (SA

t ̸= 0 and SB
t ̸= 0), the SCC in

the rest of the world is

SCCW =
Y net
W,t

Mpre

[
aW + f1 γW −

((
f3
znB

− f2

)
γW − dBW

)
zB

− αA(zA − αB zB)(dBW − dAW )

1− αA αB

]
ϕ̃W

with zA ∈ {zcA, z
g
A}, zB ∈ {zcB, z

g
B}, dAW ∈ {dcAW , dgAW}, and dBW ∈ {dcBW , dgBW}.

Proof. See Appendix E.5.

The structure of the SCC in the rest of the world is similar to that of the active
regions discussed in Proposition 5. As in the previous section, the first two contri-
butions characterize the SCC in the absence of SG, and a similar corollary follows.

Corollary 2. The availability of SG in regions A and B can increase, decrease
or leave the SCC in the rest of the world unchanged relative to the regional world
without SG.
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One region acts unilaterally. If only one region is active, the SCC in the
rest of the world is the exact analogue of that of the inactive region in Proposition
5. The one difference lies not in the structure of the SCC, but in the fact that the
rest of the world will not match the cooling no matter how beneficial, and it will
not be able to engage in CM no matter how damaging SG is. As a result, if climate
engineering is beneficial, the rest of the world can free-ride much more than a region
with SG potential (it has the credible “strategy” not to engage). But it can also be
hit by SG without any ability to respond. As we point out in section 3.2, avoiding
the climate clash does not have to be a good thing; the clash allows both regions to
get close to their desired climate targets. Without the ability to clash, the rest of
the world is forced to inhabit an unfavorable environment.

Without loss of generality we assume that region A is the active region. If the
rest of the world’s benefit-cost ratio of (passively incurred) SG exceeds that of the
active region f3 γW

f2 γW+dgAW
> αn

A
(1−n) f3 γA

f2 γA+(dgAA+ϵgA)

[
= (αAz

g
A)

n
]

then the rest of world
benefits from SG; its marginal cost of emitting carbon is reduced by the cooling
term

((
f3

(αA zgA)
n − f2

)
γW − dgAW

)
αA zgA > 0. Unsurprisingly, this reduction grows

with climate impact γW in the rest of the world and falls with the incurred SG
damages dgAW . We note that the benefit-cost ratio of SG for the active region has
to account for the deployment costs ϵgA and the decreasing effectiveness of SG35

both of which are absent for the passive region. Thus, if the regions are somewhat
symmetric, the rest of the world will tend to benefit (in the short run) from SG and,
as a consequence, increase its CO2 emissions (worsening the long-run situation).
We point out that even a rest of the world that has no interest in ever engaging in
climate engineering can increase the World’s dependency on SG if only some country
is willing to engage in SG. The increase in emissions and therefore the dependency
becomes worse the higher the assumed effectiveness of the cooling, the higher the
climate damages, and the lower the SG damages to other regions.

However, it is reasonable to assume that the incentive to do climate engineering
are largest for those countries that benefit the most. If the benefit-cost ratios and,
thus, SG propensities of the active region is much higher than in the rest of the world,
the above inequalities flip and the SCC in the rest of the world increases, making
CO2 emissions even more pricey than in the absence of SG. Then the dependency
argument turns around, at least on the planetary scale. Overall emissions decrease to
avoid more SG damages from the unilaterally cooling region, and as global emissions
decrease, also the cooling country will voluntarily reduce the SG levels.

Climate match. With both regions active, the SCC in the rest of the world
resembles that of the active regions (see Proposition 5). However, the rest of the
world does not participate in the costly cooling. If its marginal damages from SG

35Sulfur deployment scales with the CO2 concentrations. The active decision maker takes the
decreasing effectiveness of sulfur into account and, therefore, has a higher opportunity cost of sulfur
deployment.
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are independent of the origin, dgBW = dgAW , then the spillover term is zero. In
this case, the situation is identical to the scenario of unilateral action. The rest of
the world does not care whether one or both regions engage in SG. Moreover, its
SCC reduction (or increase) is proportional to the SG propensity of region B, which
shares the climate zone and sets the “local” climate target. If both active regions
have similar SG propensities and the marginal damages from SG in region A are
lower than those from SG in region B, then the spillover term will reduce the rest
of the world’s SCC relative to that based on region B’s unilateral action.

Climate clash. If region A cools and region B engages in CM, then αA(z
g
A −

αB zcB) > 0. Provided that CM cannot perfectly offset the damages from SG, dcBW <
dgAW , the spillover term increases the SCC. In the opposite scenario where region B
cools and region A engages in CM, we have αA(z

c
A − αB zgB) < 0 and dgBW ≥ dcAW .

Again, the spill-over term is positive and increases the SCC. Thus, in a climate
clash the spillover term is always positive, and increases the SCC in the rest of the
world. If region B cools and region A is countering it, then the positive spillover
term increases the SCC compared to case where region B acts unilaterally. If SG
damages from region B’s cooling are high and the effectiveness of CM is low, the
SCC in the rest of the world can be higher than in a world without SG, helping to
turn the slippery of SG uphill increasing global mitigation.36

A.2 Heat transfer

This section lifts Assumption 3 of the baseline model, introducing direct heat ex-
change between the regions; temperature change in one region now directly affects
the temperature in the other region. As a result, we find adjustments to the SG
targets as well as the strategic interactions. Propositions 7 states that under accord-
ing modifications of the SG propensity (and CM reluctance), Propositions 3 and 4
characterizing the subgame-perfect Nash equilibrium remain valid. Proposition 8
shows how heat transfers alter the SCC.

In our baseline model, interaction between regions was reduced to the spill-over
of the cooling sulfur deployment (or CM). Now, cooling one region also directly
alters the temperature in the other region, even without sulfur spillover, a natural
consequence of heat exchange across the globe.

Proposition 7. With heat transfers, Propositions 3 and 4 remain valid under the
following modifications of the definitions of the SG propensities zgA and CM reluc-
tance zcA:

36The climate clash equilibrium where SA
t < 0 and SB

t > 0 requires zcA − αB zgB <
0 and zgB − αA zcA > 0. Thus, the availability of SG increases the SCC if dgBW >
(1−αA αB)

(
f3

(z
g
B

)n
−f2

)
γW zg

B−αA(zc
A−αB zg

B)dc
AW

zg
B−αA zc

A
> 0.
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If (i) SB
t = 0, then

zgA =

(
aA + bA α−n

A

δgA

) 1
n

,

and if (ii) SB
t ̸= 0, then

zgA =

(
aA − bA

bB
aB

δgA − bA
δB
aB

) 1
n

, zcA =

(
aA − bA

bB
aB

δcA − bA
δB
aB

) 1
n

,

where

aA = (1− n)f3 γA , δgA = (dgAA + ϵgA) + γA f2 + αA γheat
A f2,

bA = αA(1− n)f3 γ
heat
A , δcA = (dcAA − ϵcA) + γA f2 + αA γheat

A f2,

and direct climate change impact γA ≡ βA ξA0 σ̃A
11 σforc, as well as heat transfer driven

climate change impact γheat
A ≡ βA ξA0 σ̃A

12 σforc. Swapping region indices characterizes
region B’s strategies.

Proof. See Appendix E.1.

The new term γheat
A reflects the climate change impact from heat exchange with the

other region. Its component σ̃A
12 =

[
(1− βA σA)−1

]
12

characterizes the discounted
long-term heat flux from region B to region A resulting from a present heating
(forcing) change in region B. This heat exchange affects both, heat increase as a
result of greenhouse gas emissions and heat reduction as a result of SG.

We note that the SG propensities and CM reluctance without heat transfers
(γheat

A = 0) in Propositions 3 and 4 are simply

w/o heat transfer: zgA =

(
aA
δgA

) 1
n

, zcA =

(
aA
δcA

) 1
n

,

where aA captures sulfur’s direct cooling efficiency f3 in region A, and the damage
impact of global warming γA, both of which increase the region’s SG propensity.
The component δgA captures the damages from and costs of SG, which reduces the
SG propensity (as well as a negligible efficiency loss in forcing captured by the
close-to-zero f2, which here gains an additional term capturing heat spillover from
region B caused by region A’s cooling). Comparing a model with heat transfer
to one without heat transfers implies a re-calibration of the heat transfer matrix
σ. In order to describe the same equilibrium temperature response, the matrix
elements [(1− σ)−1]ij for i, j ∈ {1, 2} have to coincide. For perfectly patient decision
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makers, this condition implies that the parameters σ̃ij and, thus, γA, γB are directly
comparable across models. For the impatient decision maker, the climate impact
parameters γA, γB would slightly differ, a minor difference that we ignore in the
subsequent discussion.

One active region. If only region A is active, the SG propensity increases by
the term bAα

−n
A , where bA is the heat transfer benefit. It characterizes the climate–

impact–γA–weighted cooling benefits in region A that result from its cooling of region
B through sulfur spillovers αA at efficiency f3. These spillovers then feed back into
region A through the heat transfer captured in σ̃A

12. The SG propensity adjustment
weighs this heat transfer benefit by α−n

A . A higher sulfur spill-over has two implica-
tions. First, it increases the marginal benefit from deploying sulfur through the heat
transfer benefit (part of bA). But second, it also implies that the level of sulfur in
region B is already high, and the effectiveness of deploying yet another ton of sulfur
to cool region B is lower. The net effect of the spillover αA on the additional SG
propensity as a result of heat transfer is positive (α−n

A αA = α1−n
A , which increases in

αA), but it is lower than one might expect when merely considering the heat transfer
benefits. It might be more intuitive to call this (negative) heat transfer a “cooling
transfer”. In summary, under unilateral action, the cooling transfer gives the region
an additional incentive for cooling as it benefits from the global forcing impact of its
sulfur deployment.

Both regions cooling. With two active regions, strategic effects set in. We
focus on the additional strategic effects implied by heat transfer. Other strategic
implications discussed in Proposition 3 apply alongside. We explain the adjustment
of the SG propensity in case (ii) in two steps. First, we assume that region B does
not experience any heat transfer benefit (bB = 0). Then, region B’s SG propensity

remains zgB =
(

aB
δB

) 1
n as in the case without heat transfer. Region A increases its

SG propensity according to the contribution bA
δB
aB

; its SG increases in response to a
higher heat transfer benefit bA, but less so if region B already has a high SG propen-
sity, which reduces the efficiency of additional cooling.37 Second, let us turn back on
region B’s heat transfer benefit bB. Now also region B benefits from the cooling in
region A. Similarly to region A in the first case, it will ramp up sulfur deployment.
Anticipating this response of region B, region A lowers its own target as captured
by the term bA

bB
aB

. This strategic “free-riding” response increases in the heat transfer
benefit (connectedness) of both regions.38 A short calculation shows that region A’s
cooling increases as a result of heat (or cooling) transfer, if its own benefit-cost ratio

37The term δB
aB

=
(

1
zg
B

)n
falls in region B’s SG propensity zgB .

38This additional “free-riding” as a result of heat transfer falls in aB , which characterizes the
climate impact weighted cooling efficiency within region B. A higher aB relative to bB makes
region B relatively less responsive to switching on the heat transfer. Then, region A lowers its SG
propensity less than in the case where it anticipates a stronger response of region B.
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before heat transfer aA
δgA

is larger than the spill-over benefit over region B’s SG dam-
ages bA

δgB
.39 In summary, the heat transfer increases the incentive for cooling. With

both regions cooling, efficiency loss and free-riding incentive counter this additional
cooling incentive. A region’s cooling incentive increases overall under heat transfer
whenever its benefit-cost ratio without heat transfers exceeds the spillover benefits to
other region’s costs ratio (otherwise the free-riding incentive will dominate).

Countermeasures. Now, let us consider the climate clash scenario where region
B cools, and region A deploys a CM. Following the two step interpretation, first,
suppose region B does not experience any heat transfer (⇒ bB = 0). Then region

B’s SG propensity remains zgB =
(

aB
δB

) 1
n . Region A’s reluctance to engage in CM

increases (=less CM) with heat transfer as the denominator in zcA decreases by the
term bA

δB
aB

; region A gets more cooling for less damages and results less contrarian
to region B’s cooling. We note that the reluctance to CM is more sensitive to heat
transfers than the SG propensity in the case above where both regions are cooling
since δcA > δgA. Second, turning on heat transfer for region B (bB > 0) leads to an
increase in region B’s SG propensity (as in the case above). Region A anticipates
the reaction of region B and decreases its target sulfur level (as the numerator in
zcA decreases by the term bA

bB
aB

). The strategic component renders the regions more
contrarian under heat transfers. Overall, the effect of heat transfer on deployment
levels depends on the cost-benefit ratios of SG and CM, and the heat benefits in both
regions. If heat transfer increases region B’s propensity to cool and decreases region
A’s CM reluctance, both regions increase their deployment levels (the climate clash
gets worse). The opposite occurs if heat transfer decreases region B’s propensity and
increase A’s reluctance. In this case, both regions lower their deployment levels, and
the climate clash turns less extreme. If heat transfer increases region B’s cooling
propensity, and increases region A’s reluctance the net effect on deployment levels is
ambiguous. We note that a decrease in the SG propensity of region B and a decrease
in the CM reluctance of region A cannot occur in combination.40 In summary, in the

39Region A’s propensity increases if
aA−bA

bB
aB

δgA−bA
δB
aB

> aA

δgA
⇔ aA

δgA
> bB

δgB
, and decreases if aA

δgA
≤ bB

δgB
.

Analogously, region B’s propensity increases if aB

δgB
> bA

δgA
, and decreases if aB

δgB
≤ bA

δgA
. Assuming

σ̃i
11 > σ̃i

12 implies γi > γheat
i , and thus ai > bi for i ∈ {A,B}. As a result aA

δgA
≤ bB

δgB
can never occur

in combination with aB

δgB
≤ bA

δgA
since the former implies aA

δgA
< aB

δgB
and the latter implies aB

δgB
< aA

δgA
.

Thus, a decrease in both regions’ propensities cannot occur.
40Region B’s SG propensity increases if

aB−bB
bA
aA

δgB−bB
δc
A

aA

> aB

δgB
⇔ aB

δgB
> bA

δcA
, and decreases if aB

δgB
≤ bA

δcA
.

Analogously, region A’s CM reluctance increases if
aA−bA

bB
aB

δcA−bA
δ
g
B

aB

> aA

δcA
⇔ aA

δcA
> bB

δgB
, and decreases if

aA

δcA
≤ bB

δgB
. Assuming σ̃i

11 > σ̃i
12 implies γi > γheat

i , and thus ai > bi for i ∈ {A,B}. As a result
aB

δgB
≤ bA

δcA
and aA

δcA
≤ bB

δgB
cannot occur in combination since the former implies aB

δgB
< aA

δcA
and the
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Figure 5: Regions’ strategies with heat flows as a function of region B’s SG propen-
sity zgB by varying dgBB (at mt = 1.5). Each region either deploys sulfur (shown
in green), a CM (shown in red), or stays inactive (shown in blue). The dotted
black line depicts the target level of sulfur in region A (SA

t + αB SB
t ). Note that

∆ zA = αA zgA − (zcB − zgB).

clash scenario, the non-strategic implications of heat transfer reduce CM. However,
they also increase the cooling region’s SG propensity. Thus, the strategic incentives
boost the clash. Overall, heat transfer can both turn the climate clash worse or
improve the situation, depending on the regions’ cost-benefit ratios for SG and CM.

We now derive the regional SCC characterizing the mitigation implications of
heat exchange. We focus on the new contributions resulting from heat exchange and
abbreviate the original SCC formula of our baseline model as SCCA

w/o(·), indicating
as arguments the engineering propensities on which it depends. These propensities
change as discussed above, whereas the structure of SCCA

w/o(·) remains identical to
that observed in Proposition 5.

latter implies aB

δgB
> aA

δcA
. Thus, a decrease in region B’s SG propensity cannot occur in combination

with a decrease in region A’s CM reluctance.
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Proposition 8. Under unilateral action, the SCC in region A is

SCCA = SCCA
w/o(z

g
A) +

Y net
A,t

Mpre

[
f1 γ

heat
A −

(
f3

(αAz
g
A)

n − f2

)
γheat
A αAz

g
A

]
ϕ̃A for SB

t = 0,

SCCA = SCCA
w/o(z

g
B) +

Y net
A,t

Mpre

[
f1 γ

heat
A −

(
f3

(zgB)
n − f2

)
γheat
A zgB

]
ϕ̃A for SA

t = 0.

If both regions are active (SB
t ̸= 0 and SA

t ̸= 0) the SCC is

SCCA = SCCA
w/o(zA, zB) +

Y net
A,t

Mpre

[
f1 γ

heat
A −

(
f3
znB

− f2

)
γheat
A zB

]
ϕ̃A,

with zA ∈ {zcA, z
g
A}, and zB ∈ {zcB, z

g
B}, depending on whether the corresponding

region engages in SG (g) or CM (c). Swapping region indices characterizes region
B’s SCC. We note that Corollary 1 from the base model still holds.

Proof. See Appendix E.3.

All cases still contain the original terms abbreviated SCCA
w/o(·). Their contri-

butions depends on the SG propensities and CM reluctancies, which now change
because of the strategical responses to heat transfer that we discussed above in
Proposition 7. In addition, heat transfer introduces two new terms. The first in
the square brackets reflects the heat flow across regions related to greenhouse gas
emissions. It is positive and increases in γheat

A characterizing the heat transfer based
climate change impact. This contribution also arises in a regional model with heat
flows but without SG. Other damage terms are absent because heat transfer does not
affect ocean acidification or sulfur-based damages. The second term in the square
brackets is negative and reflects the cooling from SG under heat transfer.

A.3 Marginal externalities (formula)

We obtain the marginal sulfur externalities studying the welfare impact of the
marginal ton of sulfur injected for a given region. For this purpose, we take the
derivative of the (r.h.s. of the) corresponding Bellman equation w.r.t. sulfur. E.g.,
we obtain the marginal impact of B’s sulfur injections on A’s welfare by deriving
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Figure 6: Region A’s SCC with heat flows as a function of region B’s SG propensity
(by varying dgBB). Note that ∆ zA = αA zgA − (zcB − zgB).

equation (60) with respect to SB
t delivering41

∂BA
nc(mt, S

A
t )

∂SB
t

= αB(n− 1) βA φAA
τ1 σforc f3m

n
t (S

A
t + αB SB

t )
−n

+(n− 1)βA φBA
τ1 σforc f3m

n
t (S

B
t + αA SA

t )
−n

+
[
βA φAA

τ1 σforc f2 αB + βA φBA
τ1 σforc f2 − (1 + βA φA

k )αBdBA

]
,

which characterizes the marginal externality in utils per TgS injected. The analogous
formula applies for the marginal externality in other regions, replacing regional
indices and climate zone indices correspondingly. We obtain the marginal externality
in consumption equivalents dividing the externality in utils by the region’s marginal
utility.

Corollary 3. The marginal sulfur externality is decreasing and convex in the sulfur
level St and increasing and concave in the relative atmospheric carbon concentration
mt.

Figure 7 shows the marginal sulfur externality in 2025 for all regions as a function
of the sulfur level for our calibration where China acts unilaterally. We note that
China’s sulfur deployment in 2025 is 5.5 TgS. Figure 8 graphs the optimal regional

41To evaluate the marginal externality we have to derive w.r.t. SB
t , even if SB

t is itself a strategic
function in the dynamic game.
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Figure 7: The graph shows the marginal externality for all regions in the year 2025
as a function of the sulfur level.

sulfur levels over time. It shows that relative to China only Africa and India prefer
a higher sulfur deployment. All other regions favour a lower sulfur level.

B Model details

B.1 Production, climate damages, resource scarcity.

Global gross output is a function of vectors of dimension Ij with j ∈ {A,N,K,E}
and the production function is stated in equation (1). Homogeneity of degree κ in
capital is defined as

F(At, λKt, N t, Et) = λκF(At, Kt, N t, Et) ∀ λ ∈ R+. (20)

49

Electronic copy available at: https://ssrn.com/abstract=3958821



Figure 8: The graph shows the optimal sulfur level for every region.

Population size is normalized to unity
IN∑
i=1

Ni,t = 1.42 Temperature-based damages

are of the form

DT (T1,t) = ξ0 exp (ξ1 T1,t)− ξ0, (21)

see Traeger (2022) for a detailed discussion of the functional form and calibrations to
various estimates in the literature. In the regional model, all vectors, the production
function, temperature, and the damage parameters carry regional indices.

The first Id energy inputs E1, ..., EId causing CO2 emission are collected in the
subvector Ed

t . The vector Rt ∈ RId

+ characterize fossil fuel resource stocks. The
dynamics of the resource stock are

Rt+1 = Rt −Ed
t (22)

with initial stock size R0 ∈ RId

+ given. Renewable energies are indexed by Id+1 to

42We do not use population weighting in the objective function. The DICE model gives more
weight to larger future population, in which case we could not normalize the population to unity.
See Traeger (2022) for details.
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IE. To avoid boundary value complications we assume that scarce resources are
essential.

B.2 Radiative forcing

Approximation to Kleinschmitt et al. (2018). Figure 9 shows radiative forcing
resulting from a given annual flow of sulfur injections at a given atmospheric carbon
dioxide concentration in a 3D graph.

Figure 9: Radiative forcing as a function of the relative atmospheric carbon concen-
tration and sulfur injections, calibrated to data from Kleinschmitt et al. (2018).

Figure 10 illustrates the goodness of our fit, slicing the 3D graph in the two
dimensions and adding the data points from Kleinschmitt et al. (2018). The left
graph shows radiative forcing as a function of sulfur for different atmospheric car-
bon concentrations. The right graph shows radiative forcing as a function of the
atmospheric carbon concentration for different sulfur injection rates.

Approximation to Niemeier and Schmidt (2017). We also calibrate our
radiative forcing equation Ft to data from Niemeier and Schmidt (2017) (see Table
6) over the relative atmospheric carbon interval mt ∈ [1.5, 3]. The estimated forcing
parameters are given in Table 7 and are in line with Assumption 1.
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Figure 10: Approximation of radiative forcing based on data (shown by circles) from
Kleinschmitt et al. (2018) for sulfur injections between 2 and 50 TgS and positive
radiative forcing levels as stated in Assumption 1.

Table 6: Effective radiative forcing effect from sulfur injections (Niemeier and
Schmidt 2017).

4 TgS 6 TgS 8 TgS 10 TgS 30 TgS 40 TgS 50 TgS
-0.34 -1.30 -1.54 -1.78 -4.04 -4.76 -5.18

The left graph in Figure 11 shows radiative forcing as a function of sulfur for
different atmospheric carbon concentrations. The right graph shows radiative forcing
as a function of the atmospheric carbon concentration for different sulfur injection
rates.

Optimal radiative forcing. Inserting optimal sulfur deployment S∗
t as given

in Proposition 1 into equation (6) yields the optimal level of radiative forcing as a
function of the damage parameter d and the atmospheric carbon stock mt,

F ∗
t =

η

log(2)
log

[
f0 + f1mt +

(
f2 − f3

(
mt

S∗
t

)n )
S∗
t

]
. (23)

Table 7: Estimated forcing parameters.

f0 f1 f2 f3 n
0.4 2.9 0.004 2.08 0.9
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Figure 11: Approximation of radiative forcing based on data (shown by cross mark-
ers) from Niemeier and Schmidt (2017) for sulfur injections between 4 and 50 TgS
and positive radiative forcing levels as stated in Assumption 1.

We show optimal radiative forcing in Figure 12.

B.3 Geoengineering damages

B.3.1 Damage estimates

Here we disucss the damage estimates in Table 4 and our translation into the dam-
age semi-elasticity d. Heutel et al. (2018) assume a cost of 3% of world output
for resetting radiative forcing to its preindustrial level, independent of the prevail-
ing forcing level. In general, higher CO2 concentrations also increase the costs of
cooling the planet back to preindustrial levels. We interpret their costs as the av-
erage of neutralizing the forcing of carbon concentrations m ∈ {1.5, 2, 2.5, 3} and
find an approximate cost guesstimate of dH ≈ 0.21% per TgS. 43 Emmerling and
Tavoni’s (2018b) guesstimate is for a forcing reduction of 3.5W/m2, independent
of the prevailing forcing level. Our model captures a decreasing efficiency of sulfur

43To translate the value from Heutel et al. (2018) into our model, we denote by Spre
m the sulfur lev-

els required to neutralize the antropogenic forcing of carbon concentrations of m ∈ {1.5, 2, 2.5, 3}.
This range of carbon concentrations corresponds approximately to the concentrations along
the simulated paths in Heutel et al. (2018). Then a damage of 3 percent of output implies

dH = 1
4

3∑
m=1.5

0.03
Spre
m

≈ 0.21% per TgS.
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Figure 12: Optimal radiative forcing as a function of the SG damage parameter d
for different relative atmospheric carbon stocks mt.

deployment, and a 3.5W/m2 reduction at low levels of cooling requires lower sulfur
injections than the same forcing reduction at an already high level of cooling. Us-
ing an intermediate value, we convert Emmerling and Tavoni’s (2018b) guesstimate
into a damage of 0.1% per TgS.44 Goes et al. (2011) state damages for counteract-
ing a doubling CO2, which corresponds to a forcing of 3.5W/m2, translating their
suggested damage range of 0-5% into a range of 0-0.17% per TgS for d.

B.3.2 Regional geoengineering damages.

We define damages for region B symmetric to damages for region A, which we
defined in the main part of the paper. Thus, damages for region B as a fraction of
output are given by

DB
t (τ

B
1,t, St,mt) = 1− exp

[
ξB0
(
1− τB1,t

)
− (dBBS

B
t + dAB αA SA

t )− aB (mt − 1)
]
,

(24)

44Figure 10 in Appendix B.2 shows how, at low initial cooling levels, a cooling by 3.5W/m2 from
4W/m2 to 0.5W/m2 can be achieved with 25 TgS (along the red curve). In contrast, with a higher
CO2 concentration, reducing forcing from 4W/m2 to 0.5W/m2 requires over 40 TgS (along the
green curve). Using a value of 30 TgS, we obtain the damage guesstimate of dE = 0.1% per TgS.
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with

dBB =


dgBB + ϵgB for SB

t > 0

dcBB − ϵcB for SB
t < 0

0 for SB
t = 0

(25)

and

dAB =


dgAB for αA SA

t > 0

dcAB for αA SA
t < 0

0 for αA SA
t = 0.

(26)

B.4 Climate dynamics (global and regional model)

B.4.1 Global climate dynamics

Carbon dioxide. Following DICE, we consider three carbon reservoirs, atmosphere
(carbon content M1), upper ocean (carbon content M2) and lower ocean (carbon
content M3) which we summarize in the vector M . An extension to additional
carbon reservoirs is straight-forward. The dynamics of the carbon reservoirs is

M t+1 = ΦM t + ẽt, (27)

with the carbon cycle’s transition matrix Φ. Further we define ẽt = e1E
tot
t , with

total CO2 emissions Etot
t =

∑Id

i=1Ei,t+Eexo
t resulting from industrial fossil fuel burn-

ing and other exogenous processes including land use change and forestry. Similar
to Traeger (2022), we define ϕ̃ = [(1− βΦ)−1]11. Instead of a simple decay, it cap-
tures how much carbon inserted into the atmosphere remains in or returns to the
atmosphere over the discounted infinite time horizon.

Temperature dynamics. In the medium to long run a new level of radiative
forcing implies the new atmospheric equilibrium temperature T0,t =

s
η
Ft. Following

ACE, we model the evolution of atmospheric temperature T1,t as a generalized mean
of last period’s atmospheric temperature (persistence), the last period’s ocean tem-
perature (currently cooling), and the new equilibrium temperature corresponding
to radiative forcing T0,t. Similarly ocean temperature T2,t evolves as a generalized
mean of own past and atmospheric temperature

T1,t+1 =
1

ξ1
log
(
(1− σforc − σ21) exp (ξ1 T1,t) + σforc exp (ξ1 T0,t) + σ21 exp (ξ1 T2,t)

)
T2,t+1 =

1

ξ1
log
(
(1− σ12) exp (ξ1 T2,t) + σ12 exp (ξ1 T1,t)

)
(28a)

with ξ1 = log 2
s

. We rewrite these equations in terms of transformed temperatures
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τit = exp(ξ1 Ti,t) as

(
τ1,t+1

τ2,t+1

)
=

(
1− σforc − σ21 σ21

σ12 1− σ12

)
︸ ︷︷ ︸

≡σ

(
τ1,t
τ2,t

)
+

(
σforc exp

(
log(2)

η
Ft

)
0

)
. (28b)

Similar to Traeger (2022), we define σ̃ = [(1− β σ)−1]1,1, characterizing the dis-
counted heat increase over the infinite time horizon resulting from a heat influx into
the atmosphere in the present.

B.4.2 Regional climate dynamics

Carbon dioxide. Similar to the global model, we again consider three carbon
reservoirs. The dynamics of the carbon reservoirs are given by

M1,t+1

M2,t+1

M3,t+1

 =

ϕ11 ϕ21 ϕ31

ϕ12 ϕ22 ϕ32

ϕ13 ϕ23 ϕ33

M1,t

M2,t

M3,t

+


Id∑
i=1

EA,i,t +
Id∑
i=1

EB,i,t +
Id∑
i=1

EW,i,t + Eexo
t

0
0


(29)

or equivalently

M t+1 = ΦM t + ẽt. (30)

Regional temperature dynamics. We characterize two climate zones by
temperature levels TA

1,t and TB
1,t, containing the two active regions. For simplicity,

we assume that the rest of the world is part of region B’s climate zone. Analogously
to the global case, we let TA

0,t =
s
η
FA
t and TB

0,t =
s
η
FB
t . The two regional atmospheric

temperatures and the ocean temperature evolve as

TA
1,t+1 =

1

ξ1
log
(
(σA

A) exp
(
ξ1 T

A
1,t

)
+ σforc exp

(
ξ1 T

A
0,t

)
+ σA

B exp
(
ξ1 T

B
1,t

)
+σA

O exp (ξ1 T2,t)
)
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TB
1,t+1 =

1

ξ1
log
(
(σB

B) exp
(
ξ1 T

B
1,t

)
+ σforc exp

(
ξ1 T

B
0,t

)
+ σB

A exp
(
ξ1 T

A
1,t

)
+σB

O exp (ξ1 T2,t)
)

T2,t+1 =
1

ξ1
log
(
(σO

O) exp (ξ1 T2,t) + σO
A exp

(
ξ1 T

A
1,t

)
+ σO

B exp
(
ξ1 T

B
1,t

))
,

where σA
A = 1− σA

B − σA
O − σforc, σB

B = 1− σB
A − σB

O − σforc, and σO
O = 1− σO

A − σO
B .

Analogously to the global case, we define transformed temperatures τA1,t = exp(ξ1 T
A
1,t),

τB1,t = exp(ξ1 T
B
1,t), and τ2,t = exp(ξ1 T2,t) with ξ1 =

log 2
s

. Then the regional temper-
ature dynamics evolves according to

τA1,t+1

τB1,t+1

τ2,t+1

 =

σA
A σA

B σA
O

σB
A σB

B σB
O

σO
A σO

B σO
O


︸ ︷︷ ︸

≡σA

τA1,t
τB1,t
τ2,t

+


σforc exp

(
log 2
η

Ft(S
A
t + αB SB

t )
)

σforc exp
(

log 2
η

Ft(S
B
t + αA SA

t )
)

0

 , (31)

or equivalently

τ t+1 = σAτ t + F̃ t, with F̃ t =

σforcF
CO2
t (mt, S

A
t + αB SB

t )
σforcF

CO2
t (mt, S

B
t + αA SA

t )
0

 , (32)

where σA
A = 1−σA

B−σA
O−σforc, σB

B = 1−σB
A −σB

O −σforc, and σO
O = 1−σO

A −σO
B . To

preserve symmetry in notation, we define the corresponding matrix σB by swapping
the first and second rows and columns, characterizing the identical dynamics from
the perspective of region B. In anticipation of a similar climate impact as in the
global case, we define

σ̃A
ij =

[
(1− βA σA)−1

]
ij

and σ̃B
ij =

[
(1− βB σB)−1

]
ij

for i, j ∈ {1, 2}.

The term σ̃A
11 characterizes the discounted heat increase in region A over the infinite

time horizon resulting from a heat influx into region A’s atmosphere in the present,
and σ̃A

12 characterizes the discounted heat increase in region A over the infinite
time horizon resulting from an influx into region B’s atmosphere in the present.45

Equipped with the formal characterization of temperature dynamics, we can now

45We obtain this interpretation from expanding the inverse (1−βA σA)−1 =
∑∞

l=0 β
Al
σAl using

the von Neumann series. The entry i-j of the lth power of the transition matrix σA, i.e.
[
σAl]

ij
,

characterizes how much of the heat flow entering temperature layer j in the present still remains
in or returns to layer i after l periods.
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state Assumption 3 formally.

Assumption 3. The heat flow coefficients σA
B, σ

B
A , σ

O
A , and σO

B are zero.

B.5 Regional calibration

We calibrate the strategic model with region A being the US and region B being
China. These are the potentially active SG-players. We split the rest of the world
into 10 regions. The calibration is based on the (most recent official) RICE 2010
model by Nordhaus (2010). We update production and growth using the latest Penn
World Tables (Feenstra et al. 2015) and we update emissions using the Global Car-
bon Project (2021). The carbon cycle is based on DICE 2013 (Nordhaus and Sztorc
2013), which – in combination with our updated temperature dynamics – delivers
an SCC close to what we would get using Joos et al.’s (2013) recently promoted box
model, see Traeger (2022). We calibrate the climate damage coefficients to RICE’s
regional climate damages and increase the damage coefficient by 50 percent reflect-
ing the increase in global damages estimates since the appearance of RICE 2010,
see Traeger (2022) for an extended discussion. Note that the numerical simulations
also include direct heat exchange between regions as discussed in Appendix A.2. We
solve the infinite horizon game and simulate from 2015 forward.

CO2 emissions and abatement. Our calibration uses the analytic solution
for DICE’s emissions derived by Traeger (2021)

Et = σt (1− µt)Y
gross
t , (33)

with gross output
Y gross
t = AtK

κ
t N

1−κ
t , (34)

and abatement rate

µt =

(
Γt

pbackt [1−Dt(T1,t)]

) 1
θ2−1

, (35)

where pbackt denotes the backstop price in period t, θ2 measures the convexity of
abatement costs, and σt denotes the carbon intensity. We adopt the regional values
for the backstop price and the declines rates for the carbon intensities from RICE
2010 (Nordhaus 2010). Initial carbon intensities are updated based on current GDP
and emissions data (Feenstra et al. 2015, Global Carbon Project 2021).

Capital growth. To obtain analytic solutions, most approaches to analytic
IAMs assume full capital depreciation (over a 10 year time step). However, this
approximation does not perform particularly well. To account for the incomplete
depreciation of capital over a decade, we use ACE’s extended capital accumulation
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formula (Traeger 2022),

Kt+1 = (Y net
t − Ct)

[
1 + gKt
δK + gKt

]
, (36)

incorporating the correction factor for capital persistence where δK is the capital
depreciation and gKt is an exogenous approximation of the growth rate of capital.
We estimate δK and gKt using a 10 year trend in the regional aggregates of the Penn
World Tables (Feenstra et al. 2015).

Investment rates and capital shares. We use regional investment rates from
the Penn World Tables (Feenstra et al. 2015) and we use the same rate of pure time
preference as in the global model for all regions.46 We calculate the regional capital
shares based on this data. We bound capital shares between 0.3 and 0.4, adjusting
investment rates accordingly where needed.

Growth of Total Factor Productivity (TFP). We estimate the growth rate
of world GDP based on PWT output data over the last 10 years (Feenstra et al.
2015). Using RICE’s population growth (Nordhaus 2010) and our calculated capital
shares delivers the world TFP growth rate, denoted by gA,0. We assume that the
growth rate is composed of a fixed long-term trend, glongA , and a part that changes
over time, g∆A,t,

gA,t = glongA + g∆A,t.

We assume that long-run TFP growth is half of the current TFP growth,

glongA = 0.5 gA,0,

and that the time-changing part of the trend falls slowly over time

g∆A,t = g∆A,0 exp(−δA · t),

where we set the rate of decline of TFP growth to 2 percent per year.47

We calculate regional initial TFP growth rates analogous to the global initial
TFP growth rate using the 10 year trends in the PWT. We then assume that regional
TFP growth of region i converges to the global growth rate over time at a speed
parameterized by the regional weights ωi, i.e., regional growth rates are

giA,t+1 = ωi giA,t + (1− ωi) gA,t.

46We want to avoid a built-in permanent difference between the inhabitants of different regions.
47Our assumptions are a “compromise” between the usual macroeconomic assumptions of (higher)

mean-reverting growth and the assumptions of DICE and RICE that the growth rate eventually
falls to zero.
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Care factors. We calculate the current regional SCCs using the World Bank’s
(2021) carbon pricing dashboard. The EU, Japan, and other high income countries
(OHI) have a higher SCC than our non-cooperative equilibrium (absent SG) would
suggest. In our interpretation, these regions incorporate damages beyond those
incurred to their own region and we raise their concern about climate change in our
model accordingly using what we coined “care factors” (CFi). These care factors
multiply a region’s damages. We calculate these care factors as the ratio of a region’s
implemented SCC and its non-cooperative SCC predicted by the model without SG.
We calculate the care factor of region i by summing over a region’s carbon pricing
initiatives j ∈ J ⊂ N ∪ {0}. Let initiative j’s carbon price be pcarbonj and cover
emissions Ecov

i,j in region i. The care factors are

CFi =

∑
j∈J E

cov
i,j · pcarbonj

Ei · SCCno geo
i

,

where Ei are the total emissions of region i and SCCno geo
i is the region’s SCC

predicted by the model absent SG. We adopt care factor for those regions where
CFi > 1, i.e., for those regions that appear to care for more than their own regional
damages.48 The full set of parameter values for our calibration is shown in Table 9.

Table 8: Regional care factors (regions with CFi > 1).

Region EU Japan OHI
CFi 2.21 1.34 5.39

48For all other regions we set the care factors equal to one, i.e., we do not further adjust the
SCC which then reflects merely their own regional damages.
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Table 9: Economic and climate parameters.
Parameter Value Source

Y0,i initial GDPs regional PWT
K0,i initial capital stocks regional PWT
E0,i initial emissions regional GCP
Nt,i population levels regional RICE2010
A0,i initial TFPs regional Calculated
σ0,i initial carbon intensities regional Calculated
δσi decline rates carbon intensities regional RICE2010
pback
i backstop prices regional RICE2010

κi capital shares regional PWT (0.3 ≤ κi ≤ 0.4)
βi discount factors 0.98610 ACE
gKi capital growth rates regional PWT
δKi capital depreciation rates regional PWT
gAi TFP growth rates regional RICE/PWT
ξ0,i climate damages regional Calibrated to RICE
ai OA damages 0.25% Colt and Knapp (2016)
dg
AA SG damages A 0.1% Literature proxy

dg
BB SG damages B 0.05% 0.5 · Literature proxy

ϵgA SG costs to A 6.25 · 0.0017% GDP weighted lit. proxy
ϵgB SG costs to B 6.25 · 0.0017% GDP weighted lit. proxy
dg
BA SG damages B to A 0.1% Literature proxy

dg
AB SG damages A to B 0.05% 0.5 · Literature proxy

dg
ARow SG damages A to Row 0.1% Literature proxy

dg
BRow SG damages B to Row 0.1% Literature proxy

dc
AA CM effectiveness A 0.05% Assumption

dc
BB CM effectiveness B 0.025% Assumption

dc
AB CM effectiveness A to B 0.025% Assumption

dc
BA CM effectiveness B to A 0.05% Assumption

dc
ARow CM effectiveness A to Row 0.05% Assumption

dc
BRow CM effectiveness B to Row 0.05% Assumption

ϵcA CM costs A 6.25 · 0.0017% Assumption
ϵcB CM costs B 6.25 · 0.0017% Assumption
CFi regional care factors regional Calculated

Parameter Value Source
f0 0.254 Global Solace
f1 1.16 Global Solace
f2 0.014 Global Solace
f3 1.16 Global Solace
n 0.69 Global Solace
αA 0.9 Assumption
αB 0.9 Assumption
σforc 0.5198 Regional Temp cal
s 3 Regional Temp cal
η 3.8 Regional Temp cal
M1,pre 600 ACE
M1,0 862.86 Updated DICE2013
M2,0 1541.11 Updated DICE2013
M3,0 10010.44 Updated DICE2013
τA1,0 1.2567 Regionl Temp cal
τB1,0 1.2567 Regionl Temp cal
τ2,0 1.1855 Regionl Temp cal
σA
A 0.11445 Regionl Temp cal

σB
B 0.11445 Regionl Temp cal

σA
B 0.05225 Regionl Temp cal

σB
A 0.05225 Regionl Temp cal

σA
O 0.3135 Regionl Temp cal

σB
O 0.3135 Regionl Temp cal

σO
O 0.9771 Regionl Temp cal

σO
A 0.01145 Regionl Temp cal

σO
B 0.01145 Regionl Temp cal

ϕ11 0.824000 DICE2013
ϕ21 0.076657 DICE2013
ϕ12 0.176000 DICE2013
ϕ22 0.918342 DICE2013
ϕ23 0.005000 DICE2013
ϕ32 0.000675 DICE2013
ϕ33 0.999325 DICE2013
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C Global model

C.1 Solving the Bellman equation

Definitions. We note that aggregate capital Kt =
∑IK

i=1Ki,t and the share of
capital in industry i is Ki,t =

Ki,t

Kt
.

We define the consumption rate as

xt =
Ct

Yt [1−Dt (T1,t, Gt(St),mt)]
. (37)

Homogeneity of the production function implies

Yt = F(At, Kt, N t, Et) = Kκ
t F(At, Kt, N t, Et), (38)

such that

logCt = log xt + κ logKt + logF(At, Kt, N t, Et) + ξ0 (1− τ1,t)− d St − a(mt − 1).
(39)

We transform the optimization problem into its dynamic programming form (Bell-
man equation)

V (kt, τ t,M t,Rt, t) = max
xt,N t,Kt,Et,St

{
log xt + κ kt + logF(At, Kt, N t, Et)

+ ξ0 (1− τ1,t)− d St − a(mt − 1) + β V (kt+1, τ t+1,M t+1,Rt+1, t+ 1)

}
(40)

where kt = logKt with the equation of motion

kt+1 = κ kt + logF(At, Kt, N t, Et) + log(1− xt) + ξ0 (1− τ1,t)− d St − a(mt − 1).

(41)

We take a linear affine guess for the value function

V (kt, τ t,M t,Rt, t) = φk kt +φT
τ τ t +φT

M M t +φT
R,t Rt + φt. (42)

We show that the system is linear in states and that the affine value function,
(42), solves the system. Inserting the trial solution and the next period’s states
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(equations (22), (27), (28b) and (41)) into the Bellman equation delivers

φk kt +φT
τ τ t +φT

M M t +φT
R,t Rt + φt

= max
xt,N t,Kt,Et,St

{
log xt+κ kt+logF(At, Kt, N t, Et)+ξ0 (1− τ1,t)−d St−a(mt−1)

+λK
t (1−

IK∑
i=1

Ki,t)+λN
t (1−

IN∑
i=1

Ni,t)+β φk

(
κ kt+logF(At, Kt, N t, Et)+log(1−xt)

+ ξ0 (1− τ1,t)− d St − a(mt − 1)
)
+ βφT

τ

(
στ t + F̃ t

)
+ βφT

M (ΦM t + ẽt)

+ βφT
R,t+1

(
Rt −Ed

t

)
+ β φt+1

}
. (43)

First order conditions. Maximizing the right hand side over xt yields

1

xt

− β φk
1

1− xt

= 0 =⇒ xt =
1

1 + β φk

. (44)

Maximizing the right hand side over Ki,t yields

(1 + β φk)

∂F(At,Kt,N t,Et)
∂Ki,t

F(At, Kt, N t, Et)
= λK

t

which is equivalent to

Ki,t =
σY,Ki

(At, Kt, N t, Et)
IK∑
i=1

σY,Ki
(At, Kt, N t, Et)

(45)

with

σY,Ki
(At, Kt, N t, Et) ≡

∂F(At, Kt, N t, Et)

∂Ki,t

Ki,t

F(At, Kt, N t, Et)
.

Similarly, the first order conditions for the labor input is

(1 + β φk)

∂F(At,Kt,N t,Et)
∂Ni,t

F(At, Kt, N t, Et)
= λN

t
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and hence

Ni,t =
σY,Ni

(At, Kt, N t, Et)
IN∑
i=1

σY,Ni
(At, Kt, N t, Et)

(46)

with

σY,Ni
(At, Kt, N t, Et) ≡

∂F(At, Kt, N t, Et)

∂Ni,t

Ni,t

F(At, Kt, N t, Et)

The first order condition for the optimal input of fossil fuels is given by

(1 + β φk)

∂F(At,Kt,N t,Et)
∂Ei,t

F(At, Kt, N t, Et)
= β(φR,i,t+1 − φM1)

which is equivalent to

Ei,t =
(1 + β φk)σY,Ei

(At, Kt, N t, Et)

β(φR,i,t+1 − φM1)
(47)

with

σY,Ei
(At, Kt, N t, Et) ≡

∂F(At, Kt, N t, Et)

∂Ei,t

Ei,t

F(At, Kt, N t, Et)
.

So far, our results are equivalent to those of the ACE model. Next, we spell out the
part of the Bellman equation that depends on sulfur

Bt = β φτ1 σforc(f2 St − f3m
n
t S

1−n
t )− (1 + β φk) d St

and find the first order condition for optimal sulfur deployment

β φτ1 σforc(f2 + (n− 1)f3m
n
t S

−n
t )− (1 + β φk) d = 0.

Solving the first order condition for St gives the optimal level of sulfur deployment

St =

(
β φτ1 σforc (n− 1)f3

(1 + β φk) d− β φτ1 σforc f2

) 1
n

︸ ︷︷ ︸
≡z

mt. (48)

Solving the system of first order conditions gives us N ∗
t (At, φk,φM ,φR,t+1),
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K∗
t (At, φk,φM ,φR,t+1), and E∗

t (At, φk,φM ,φR,t+1) which are independent of the
states and S∗

t (φk, φτ1,M1,t) which depends on the atmospheric carbon stock. In
the following we show that given these optimal controls the maximized Bellman
equation is linear in all states.

Shadow values. Inserting the optimal control rules into the maximized Bellman
equation gives us

φk kt +φT
τ τ t +φT

M M t +φT
R,t Rt + φt

= log x∗
t + κ kt + logF(At, K∗

t , N
∗
t , E

∗
t ) + ξ0 (1− τ1,t)− d S∗

t − a(mt − 1)

+β φk

(
κ kt+logF(At, K∗

t , N
∗
t , E

∗
t )+log(1−x∗

t )+ξ0 (1− τ1,t)−d S∗
t −a(mt−1)

)
+ βφT

τ

(
στ t + F̃ t

)
+ βφT

M (ΦM t + ẽt) + βφT
R,t+1

(
Rt −Ed

t

∗
)
+ β φt+1 (49)

Arranging terms with respect to their states and using the propensity definition
z yields

φk kt+φT
τ τ t+φT

M M t+φT
R,t Rt+φt =

[
(1+β φk)κ

]
kt+
[
βφT

τ σ−(1+β φk)ξ0 e
T
1

]
τ t

+
[
βΦφT

M +
(
(β φτ1 σforc)

(
f1 + f2 z − f3 z

1−n
)
− (1 + β φk)(a+ d z)

)
M−1

pre e
T
1

]
M t

+
[
βφT

R,t+1

]
Rt + log x∗

t + β φk log(1− x∗
t ) + (1 + β φk) logF(At, K∗

t , N
∗
t , E

∗
t )

+ (1 + β φk)(ξ0 + a) + β φτ1 σforc f0 + βφT
M ẽt − βφT

R,t+1 E
d
t

∗
+ β φt+1. (50)

Hence, the system is linear in all states. Deriving both sides of the equation with
respect to capital, kt, yields

φk = (1 + β φk)κ ⇔ φk =
κ

1− β κ
(51)

Inserting φk into equation (44) yield the optimal consumption rate x∗
t = 1− β κ.

Coefficient matching with respect to transformed temperatures delivers

φT
τ = −ξ0 (1 + β φk) e

T
1 (1− β σ)−1

where we denote the entries of the inverted matrix as follows(
σ̃11 σ̃12

σ̃21 σ̃22

)
≡ (1− β σ)−1
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yielding

σ̃11 =
[
(1− β σ)−1

]
1,1

(52)

where [·]1,1 denotes the first element of the inverted matrix in square brackets.
Hence,

φτ1 = −ξ0 (1 + β φk)σ̃11. (53)

Coefficient matching with respect to the atmospheric carbon stock leads to

φT
M =

(
(β φτ1 σforc)

(
f1 + f2 z − f3 z

1−n
)
− (1 + β φk)(a+ d z)

)
M−1

pre e
T
1 (1− βΦ)−1.

(54)

We define
ϕ̃ij =

[
(1− βΦ)−1

]
ij

for i, j ∈ {1, 2, 3},

yielding

ϕ̃11 =
[
(1− βΦ)−1

]
1,1

(55)

where [·]1,1 denotes the first element of the inverted matrix in square brackets. Note
that for ease of representation we drop the subscript of the term ϕ̃11 and instead use
ϕ̃.

Coefficient matching with respect to the resource stock yields

φT
R,t = βφT

R,t+1 ⇔ φR,t = β−tφR,0 (Hotelling’s rule).

The initial resource values φT
R,0 depend on the set up of the economy, including

assumptions about production and the energy sector. Given the coefficients and the
optimal rate of consumption equation (50) turns to the following condition:

φt − β φt+1 = log x∗
t + β φk log(1− x∗

t ) + (1 + β φk) logF(At, K∗
t , N

∗
t , E

∗
t )

+ (1 + β φk)(ξ0 + a) + β φτ1 σforc f0 + βφT
M ẽt − βφT

R,t+1E
d
t

∗ (56)

This condition will be satisfied by picking the sequence φ0, φ1, φ2, .... The additional
condition limt→∞ βtV (·) = 0 ⇒ limt→∞ βtφt = 0 pins down this initial value φ0.
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C.2 Proof of Proposition 1 (optimal level of sulfur)

In Appendix C.1 we have shown that the optimal level of sulfur is given by

S∗
t =

(
(n− 1)β φτ1 σforc f3

(1 + β φk) d− β φτ1 σforc f2

) 1
n

mt. (57)

The endogenous shadow value of capital φk > 0 is positive (see (51)), while the
endogenous shadow value of (transformed) temperature is negative φτ1 < 0 (a bad,
see (53)). Therefore, both numerator and denominator are positive. The optimal
level of sulfur deployment increases in the absolute value of the shadow price of
atmospheric temperature. Note that for ease of representation we use the following
definition in the main part of the paper, σ̃ = σ̃11 σforc.

Inserting (51) and (53) for the shadow values φτ1 and φk into our expression for
sulfur deployment (57) and using the definition γ = β ξ0 σ̃ delivers

S∗
t =

(
(1− n) γ f3
d+ γ f2

) 1
n

mt.

The parameter σ̃11 is defined as in (52).

Table 10: Parameter values from ACE re-calibrated for 2 temperature layers

Y net
t Mpre β ξ0 σ̃ ϕ̃

135× 1013 3.667× 600× 109 0.98610 0.021 0.63 4.26

Inserting the fit parameters from Table 2, and using the parameter values from
the baseline calibration of the ACE model (re-calibrated for 2 temperature layers)
from Table 10 leads to

S∗
t =

(
1.65

16% + 103d

)1.45

mt.

C.3 Proof of Proposition 2 (SCC)

Inserting equation (53) for the shadow value φτ1 and γ = β ξ0 σ̃ into equation (54)
for the shadow value of the atmospheric carbon stock delivers

φM1 = −(1 + β φk)
(
γ
(
f1 + f2 z − f3 z

1−n
)
+ a+ d z

)
M−1

pre ϕ̃.
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Inserting equation (51) for the shadow value φk leads to

φM1 = − 1

1− β κ

(
γ
(
f1 + f2 z − f3 z

1−n
)
+ a+ d z

)
M−1

pre ϕ̃.

The SCC is the negative of the shadow value of atmospheric carbon stock expressed
in money-measured consumption units.

SCC = −(1− β κ)Y net
t φM1

=
Y net
t

Mpre

[
a+ f1 γ −

(
f3
zn

− f2

)
γz + dz

]
ϕ̃.

Using parameter values from the ACE model (see Table 10) yields γ = 0.0108. Thus,
the SCC in (USD-2019-) money-measured consumption equivalents is

SCC = 613

[
a+ 2%− 6.65

(
1.6

(4% + 103d)0.13

)1.15
]
4.3.

D Regional model

D.1 Bellman equation and Markov strategies

We show the existence of linear Markov strategies Si
t(mt) = sitmt for i ∈ {A,B}

forming a subgame perfect Nash equilibrium of the dynamic game.
Bellman equation. In the following we show for region A that the system is

linear in states and that the affine value function

V (kt, τ t,M t,Rt, t) = φA
k kt +φT

τA τ t +φT
MAM t +φT

R,t Rt + φt, (58)

with

φT
τA =

φAA
τ1

φBA
τ1

φA
τ2

 and φT
MA =

φA
M1

φA
M2

φA
M3

 ,

solves the system. The proof for region B is analogous. We suppress regional indices
when there is no ambiguity to ease notation. We denote region A’s shadow price for
temperature τA1,t in region A by φAA

τ1 , and region A’s shadow price for temperature
τB1,t in region B by φBA

τ1 .
Inserting the trial solution and the equations of motion for the next period’s
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states into the Bellman equation delivers

φA
k kt +φT

τA τ t +φT
MA M t +φT

R,t Rt + φt

= max
xt,N t,Kt,Et,SA

t

{
log xt + κ kt + logF(At, Kt, N t, Et) + ξA0

(
1− τA1,t

)
− dAAS

A
t

+ dBAαB SB
t (mt)− aA (mt − 1) + λK

t (1−
IK∑
i=1

Ki,t) + λN
t (1−

IN∑
i=1

Ni,t) + βA φA
k

(
κ kt

+logF(At, Kt, N t, Et)+log(1−xt)+ξA0
(
1− τA1,t

)
−dAAS

A
t +dBAαB SB

t (mt)−aA (mt−1)
)

+βA φT
τA

(
σAτ t+ F̃ t(S

A
t , S

B
t (mt))

)
+βA φT

MA (ΦM t + ẽt)+βAφT
R,t+1

(
Rt −Ed

t

)
+ βA φt+1

}
. (59)

First order conditions (apart from SG). The first order conditions for xt,N t,Kt,Et

are structurally the same as in the global model.
Optimal response functions: collecting terms. The optimal SG deploy-

ment has to be compatible with the assumed strategies of both regions. Region A
takes region B’s strategy as given while maximizing its welfare over its own sulfur
deployment (or, for SA

t < 0 CM). The part of the r.h.s. Bellman equation depending
on sulfur is

BA
nc(mt, S

A
t ) ≡ βA φAA

τ1 σforcF
CO2
t (mt, S

A
t + αB SB

t (mt))

+βA φBA
τA σforcF

CO2
t (mt, αAS

A
t + SB

t (mt))

−(1 + βA φA
k )[dAAS

A
t + dBA αB SB

t (mt)]

=
[
βA φAA

τ1 σforc f2 + βA φBA
τ1 σforc f2 αA − (1 + βA φA

k )dAA

]︸ ︷︷ ︸
≡ −δ̃A

SA
t

+
[
βA φAA

τ1 σforc f2 αB + βA φBA
τ1 σforc f2 − (1 + βA φA

k )αBdBA

]
SB
t (mt)

−βA φAA
τ1 σforc f3m

n
t (S

A
t + αB SB

t (mt))
1−n

−βA φBA
τ1 σforc f3m

n
t (S

B
t (mt) + αA SA

t )
1−n. (60)

We note that only the term δA depends on the damage term dAA, which discretely
switches sign and magnitude as the country changes action between CM, no action,
and SG at SA

t = 0. All other terms are continuous. Given dAA multiplies SA
t , also

the term δAS
A
t remains continuous. The shadow prices of a temperature increase

φi
τ1 < 0, i ∈ {AA,BA} are negative, therefore, δA > 0.
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First order condition. Deriving (60) with respect to SA
t delivers the equation

∂BA
nc(mt, S

A
t )

∂SA
t

= (n− 1) βA φAA
τ1 σforc f3︸ ︷︷ ︸

≡ ãA

mn
t (S

A
t + αB SB

t (mt))
−n +

(n− 1)βA φBA
τ1 σforc f3αA︸ ︷︷ ︸

≡ b̃A

mn
t (S

B
t (mt) + αA SA

t )
−n − δ̃A.

We note that aA, bA > 0 because n < 1 and the shadow prices of a tempera-
ture increase are negative. Moreover recall that region A takes region B’s strategy
SB
t (mt) = sBt mt as given. Defining sA ≡ SA

t

mt
we rewrite the derivative as

∂BA
nc(mt, S

A
t )

∂SA
t

= ãAm
n
t (S

A
t + αBs

B
t mt)

−n + b̃Am
n
t (mts

B
t + αAS

A
t )

−n − δ̃A

= ãA(s
A + αBs

B
t )

−n + b̃A(s
B
t + αAs

A)−n − δ̃A. (61)

Strict concavity. The second order derivative in SA
t is strictly negative so that

the function BA
nc(mt, S

A
t ) is strictly concave at all points of continuity. We still have

to check the discontinuity at SA
t = 0 (⇔ sA = 0). The left and right limits of the

objective function’s slope at sA = 0 are

lim
sa→−0

∂BA
nc(mt, S

A
t )

∂SA
t

= (ãAα
−n
B + b̃A)s

B
t

−n − δ̃cA and

lim
sa→+0

∂BA
nc(mt, S

A
t )

∂SA
t

= (ãAα
−n
B + b̃A)s

B
t

−n − δ̃gA

where δ̃A ∈ {δ̃gA, δ̃cA} was defined in equation (60) and depends on damages dAA. The
superindex on δ̃cA refers to the case of CM where SA

t < 0 and dAA ≡ dcAA− ϵcA and δ̃gA
refers to the case of (sulfur-based) SG where SA

t > 0 and dAA ≡ dgAA + ϵgA. Because
dcAA ≤ dgAA by Assumption 2 and because operational cost of SG are positive, we
have δ̃cA < δ̃gA and

lim
sa→−0

∂BA
nc(mt, S

A
t )

∂SA
t

> lim
sa→+0

∂BA
nc(mt, S

A
t )

∂SA
t

.

Therefore, the function BA
nc(mt, S

A
t ) has a concave kink at SA

t = 0.
Three qualitatively distinct response functions SA

t = mt s
A
t . We have

the following cases for region A’s optimal sulfur deployment:

1. if lim
sa→−0

∂BA
nc(mt, S

A
t )

∂SA
t

= (ãAα
−n
B + b̃A)s

B
t

−n − δ̃cA < 0 then sA, SA
t < 0,
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the interior optimum lies to the left of the kink, and the region engages in CM.

2. if lim
sa→−0

∂BA
nc(mt, S

A
t )

∂SA
t

> 0 > lim
sa→+0

∂BA
nc(mt, S

A
t )

∂SA
t

, then SA
t = sA = 0,

BA
nc(mt, S

A
t ) is maximal at the kink, and the region remains inactive.

3. if lim
sa→+0

∂BA
nc(mt, S

A
t )

∂SA
t

= (ãAα
−n
B + b̃A)s

B
t

−n − δ̃gA > 0 then sA, SA
t > 0,

an interior optimum exists to the right of the kink, and the region engages in SG.
Thus, region A’s strategy is SA

t = sAmt, consistent with our assumption that
both regions follow a climate engineering strategy proportional to the CO2 concen-
tration mt. We obtain the same result for region B by exchanging region labels.

Equilibrium strategies. We now solve for the proportionality constants si,
i ∈ {A,B}, characterized by the optimality conditions above, such that the regions’
strategies are mutually best responses.

(i) Let SA
t ̸= 0 and SB

t ̸= 0. Then we have shown that the optimal responses
follow from the interior solution to the first order condition of equation (61)

(n− 1) βA φAA
τ1 σforc f3︸ ︷︷ ︸

≡ ãA > 0

(sA+αB sB)−n+(n− 1)βA φBA
τ1 σforc f3 αA︸ ︷︷ ︸

≡ b̃A > 0

(sB+αA sA)−n−δ̃A = 0

(62)

(n− 1) βB φBB
τ1 σforc f3︸ ︷︷ ︸

≡ ãB > 0

(sB+αA sA)−n+(n− 1)βB φAB
τ1 σforc f3 αB︸ ︷︷ ︸

≡ b̃B > 0

(sA+αB sB)−n−δ̃B = 0

(63)

Similarly as for region A, we denoted the shadow price of region B for tempera-
ture τB1,t by φBB

τ1 , and the shadow price of region B for temperature τA1,t by φAB
τ1 .

Rearranging (63) gives

(sA + αB sB)−n =
δ̃B − ãB(s

B + αA sA)−n

b̃B

Using this result in (62) yields

(sB + αA sA)−n =
δ̃A b̃B − ãA δ̃B

b̃A b̃B − ãA ãB
.
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From this we get

sB =

(
δ̃A b̃B − ãA δ̃B

b̃A b̃B − ãA ãB

)− 1
n

− αA sA (64)

and

sA =

(
δ̃B b̃A − ãB δ̃A

b̃B b̃A − ãB ãA

)− 1
n

− αB sB (65)

and hence

sB =
1

1− αA αB

[( δ̃A b̃B − ãA δ̃B

b̃A b̃B − ãA ãB

)− 1
n

︸ ︷︷ ︸
≡zB

−αA

( δ̃B b̃A − ãB δ̃A

b̃B b̃A − ãB ãA

)− 1
n

︸ ︷︷ ︸
≡zA

]
(66)

and analogously

sA =
1

1− αA αB

[( δ̃B b̃A − ãB δ̃A

b̃B b̃A − ãB ãA

)− 1
n

︸ ︷︷ ︸
≡zA

−αB

( δ̃A b̃B − ãA δ̃B

b̃A b̃B − ãA ãB

)− 1
n

︸ ︷︷ ︸
≡zB

]
. (67)

We further define

zgA =
( δ̃B b̃A − ãB δ̃gA
b̃B b̃A − ãB ãA

)− 1
n for SA

t > 0

zcA =
( δ̃B b̃A − ãB δ̃cA
b̃B b̃A − ãB ãA

)− 1
n for SA

t < 0

This gives us

SA
t =

mt

1− αA αB

(
zgA − αB zB

)
for SA

t > 0 (68)

and

SA
t =

mt

1− αA αB

(
zcA − αB zB

)
for SA

t < 0 (69)

(ii) In the second case where SA
t > 0 and SB

t = 0, the first order condition for

72

Electronic copy available at: https://ssrn.com/abstract=3958821



region A simplifies to

ãA (sA)−n + b̃A(αA sA)−n − δ̃gA = 0 (70)

which is equivalent to

sA =

(
δ̃gA

b̃A α−n
A + ãA

)− 1
n

(71)

and gives us

SA
t = zgAmt (72)

with

zgA =

(
δ̃gA

b̃A α−n
A + ãA

)− 1
n

.

(iii) The last possible case is SA
t = 0 and SB

t > 0, which is symmetric to case (i).
Summary of strategies. In conclusion, the following reaction functions char-

acterize a Nash equilibrium of the dynamic game: If SB
t = 0, region A chooses

SA
t = zgAmt and if SB

t ̸= 0 region A chooses

SA
t =

mt

1− αA αB

(
zgA − αB zB

)
for SA

t > 0

SA
t =

mt

1− αA αB

(
zcA − αB zB

)
for SA

t < 0

SA
t = 0 otherwise.

Swapping country indices characterizes region B’s strategies.

D.2 Verifying solution to the Bellman equation.

Inserting the optimal control rules N ∗
t (At, φ

A
k ,φMA,φR,t+1), K∗

t (At, φ
A
k ,φMA,φR,t+1),

E∗
t (At, φ

A
k ,φMA,φR,t+1), and SA∗

t (mt), which are analogous to the global solutions
characterized in equations (44) to (48), into the maximized Bellman equation (59)
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gives us

φA
k kt +φT

τA τ t +φT
MA M t +φT

R,t Rt + φt

= log x∗
t+κ kt+logF(At, K∗

t , N
∗
t , E

∗
t )+ξA0

(
1− τA1,t

)
−dAAS

A∗
t (mt)+dBA αB SB

t (mt)

− aA (mt − 1) + βA φA
k

(
κ kt + logF(At, K∗

t , N
∗
t , E

∗
t ) + log(1− x∗

t ) + ξA0
(
1− τA1,t

)
−dAAS

A
t

∗
(mt)+dBA αB SB

t (mt)−aA (mt−1)
)
+βA φT

τA

(
σAτ t+F̃ t(S

A
t

∗
(mt), S

B
t (mt))

)
+ βA φT

MA (ΦM t + ẽt) + βA φT
R,t+1

(
Rt −Ed

t

∗
)
+ βA φt+1 (73)

where F̃ t is the forcing vector defined in equation (32) making its sulfur dependencies
explicit. Arranging terms by states for the different Nash equilibria yields

(i): SA
t ̸= 0, SB

t ̸= 0

φA
k kt +φT

τA τ t +φT
MAM t +φT

R,t Rt + φt =
[
(1 + βA φA

k )κ
]
kt

+
[
βA φT

τA σA − (1 + βA φA
k )ξ

A
0 eT

1

]
τ t +

[
βA φT

MAΦ+
(
βA φAA

τ1 σforc(f1 + f2 zA − f3 z
1−n
A )

+βA φBA
τ1 σforc (f1 + f2 zB − f3 z

1−n
B )− (1 + βA φA

k )
(
dAA

1

1− αA αB

(zA − αB zB)

+dBA
αB

1− αA αB

(zB − αA zA) + aA
))

M−1
pre e

T
1

]
M t +

[
βA φT

R,t+1

]
Rt + log x∗

t

+βA φA
k log(1− x∗

t ) + (1 + βA φA
k ) logF(At, K∗

t , N
∗
t , E

∗
t ) + (1 + βA φA

k )(ξ
A
0 + aA)

+(βA φAA
τ1 σforc + βA φBA

τ1 σforc) f0 + βAφT
MA ẽt − βAφT

R,t+1E
d
t

∗
+ βA φt+1, (74)

(ii): SA
t > 0, SB

t = 0

φA
k kt +φT

τA τ t +φT
MA M t +φT

R,t Rt + φt =
[
(1 + βA φA

k )κ
]
kt

+
[
βA φT

τA σA − (1 + βA φA
k )ξ

A
0 eT

1

]
τ t +

[
βA φT

MA Φ+
(
βA φAA

τ1 σforc(f1 + f2 z
g
A

−f3 (z
g
A)

1−n) + βA φBA
τ1 σforc(f1 + f2 αA zgA − f3 (αA zgA)

1−n)

−(1 + βA φA
k )(dAA zgA + aA)

)
M−1

pre e
T
1

]
M t +

[
βA φT

R,t+1

]
Rt + log x∗

t

+βA φA
k log(1− x∗

t ) + (1 + βA φA
k ) logF(At, K∗

t , N
∗
t , E

∗
t ) + (1 + βA φA

k )(ξ
A
0 + aA)

+(βA φAA
τ1 σforc + βA φBA

τ1 σforc) f0 + βA φT
MA ẽt − βA φT

R,t+1E
d
t

∗
+ βA φt+1, (75)
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(iii): SA
t = 0, SB

t > 0

φA
k kt +φT

τA τ t +φT
MAM t +φT

R,t Rt + φt =
[
(1 + βA φA

k )κ
]
kt

+
[
βAφT

τA σA − (1 + βA φA
k )ξ

A
0 eT

1

]
τ t +

[
βA φT

MAΦ+
(
βA φAA

τ1 σforc(f1 + f2 αB zgB

−f3 (αB zgB)
1−n) + βA φBA

τ1 σforc(f1 + f2 z
g
B − f3 (z

g
B)

1−n)

−(1 + βA φA
k )(dBA αB zgB + aA)

)
M−1

pre e
T
1

]
M t +

[
βA φT

R,t+1

]
Rt + log x∗

t

+βA φA
k log(1− x∗

t ) + (1 + βA φA
k ) logF(At, K∗

t , N
∗
t , E

∗
t ) + (1 + βA φA

k )(ξ
A
0 + aA)

+(βA φAA
τ1 σforc + βA φBA

τ1 σforc) f0 + βA φT
MA ẽt − βA φT

R,t+1E
d
t

∗
+ βA φt+1. (76)

Hence, for all Nash equilibria the controlled dynamics remains linear in states.

D.3 Shadow values of the states.

Coefficient matching with respect to capital, kt, yields

φA
k = (1 + βA φA

k )κ ⇔ φA
k =

κ

1− βA κ
.

Structurally similar to the global model we get the consumption rate x∗
t = 1−βA κ.

Coefficient matching with respect to transformed temperatures delivers

φT
τA = −ξA0 (1 + βA φA

k ) e
T
1 [1− βA σA]−1. (77)

We define

σ̃A
ij =

[
(1− βA σA)−1

]
ij

and σ̃B
ij =

[
(1− βB σB)−1

]
ij

for i, j ∈ {1, 2}.

Note that to preserve symmetry in notation, we defined the corresponding matrix
σB by swapping the first and second rows and columns of the matrix σA.

Region A’s shadow values of atmospheric temperature in regions A and B are
therefore

φAA
τ1 = −ξA0 (1 + βA φA

k )σ̃
A
11 (78)

φBA
τ1 = −ξA0 (1 + βA φA

k )σ̃
A
12. (79)

The temperature shadow values for region B follow by switching region indices. We
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now define γA ≡ βA ξA0 σ̃A
11 σforc, and γheat

A ≡ βA ξA0 σ̃A
12 σforc. This gives us δ̃A, ãA,

and b̃A (which we defined in equations (60) to (63)) as a function of the γ’s.

−δ̃A = (1 + βA φA
k )(−γA f2 − αA γheat

A f2 − dAA)

ãA = (1 + βA φA
k )(1− n)γA f3

b̃A = (1 + βA φA
k )(1− n)αA γheat

A f3

By switching region indices we gain δ̃B, ãB, and b̃B. Thus, zA and zB are also
functions of the γ’s.

zA(γA, γ
heat
A , γB, γ

heat
B ) =

(δB(γB, γheat
B ) bA(γ

heat
A )− aB(γB) δA(γA, γ

heat
A )

bB(γheat
B ) bA(γheat

A )− aB(γB) aA(γA)

)− 1
n (80)

zB(γB, γ
heat
B , γA, γ

heat
A ) =

(δA(γA, γheat
A ) bB(γ

heat
B )− aA(γA) δB(γB, γ

heat
B )

bA(γheat
A ) bB(γheat

B )− aA(γA) aB(γB)

)− 1
n (81)

where the term (1 + βA φA
k ) cancels out and thus

δA = γA f2 + αA γheat
A f2 + dAA

aA = (1− n)γA f3

bA = (1− n)αA γheat
A f3.

Coefficient matching with respect to the carbon stocks, and using the γ’s, yields
(i): SA

t ̸= 0 and SB
t ̸= 0

φT
MA = (1+βA φA

k )

(
−f2 (γA zA+γheat

A zB)−
dAA (zA − αB zB) + αB dBA(zB − αA zA)

1− αA αB

+ f3 (γA z1−n
A + γheat

A z1−n
B )− aA − f1 (γA + γheat

A )

)
M−1

pre e
T
1 (1− βA Φ)−1, (82)
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(ii): SA
t > 0 and SB

t = 0

φT
MA = (1 + βA φA

k )

(
− f2 (γA zgA + γheat

A αA zgA)− dAA zgA + f3

(
γA (zgA)

1−n

+ γheat
A (αA zgA)

1−n
)
− aA − f1 (γA + γheat

A )

)
M−1

pre e
T
1 (1− βA Φ)−1, (83)

(iii): SA
t = 0 and SB

t > 0

φT
MA = (1 + βA φA

k )

(
− f2 (γA αB zgB + γheat

A zgB)− dBA αB zgB + f3

(
γA (αB zgB)

1−n

+ γheat
A (zgB)

1−n
)
− aA − f1 (γA + γheat

A )

)
M−1

pre e
T
1 (1− βA Φ)−1. (84)

We define
ϕ̃A
ij =

[
(1− βA Φ)−1

]
ij

for i, j ∈ {1, 2, 3},

yielding

ϕ̃A
11 =

[
(1− βA Φ)−1

]
1,1
. (85)

Similar to the global model, for ease of representation we omit the subscript of the
term ϕ̃A

11 and instead use ϕ̃A. Switching region indices delivers the symmetric result
for region B.

Coefficient matching with respect to the resource stock leads to

φT
R,t = βφT

R,t+1 ⇔ φR,t = β−tφR,0 (Hotelling’s rule).

The initial resource values φT
R,0 depend on the set up of the economy, including

assumptions about production and the energy sector. Given the coefficients and
the optimal rate of consumption equation (74),(75), and (76) turn to the following
condition:

φt − βA φt+1 = log x∗
t + βA φA

k log(1− x∗
t ) + (1 + βA φA

k ) logF(At, K∗
t , N

∗
t , E

∗
t )

+(1+βA φA
k )(ξ

A
0 +aA)+(βA φAA

τ1 σforc+βA φBA
τ1 σforc) f0+βφT

MA ẽt−βA φT
R,t+1E

d
t

∗

(86)

This condition will be satisfied by picking the sequence φ0, φ1, φ2, .... The additional
condition limt→∞(βA)tV (·) = 0 ⇒ limt→∞(βA)tφt = 0 pins down this initial value
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φ0.

D.4 Rest of the world

In the following we show for the rest of the world that the system is linear in states
and that the affine value function

V (kt, τ t,M t,Rt, t) = φW
k kt +φT

τW τ t +φT
MW M t +φT

R,t Rt + φt, (87)

where

φT
τW =

φAW
τ1

φBW
τ1

φW
τ2

 and φT
MW =

φW
M1

φW
M2

φW
M3

 ,

solves the system. We suppress regional indices when there is no ambiguity to ease
notation. Inserting the trial solution and the next periods states into the Bellman
equation delivers

φW
k kt +φT

τW τ t +φT
MW M t +φT

R,t Rt + φt

= max
xt,N t,Kt,Et

{
log xt + κ kt + logF(At, Kt, N t, Et) + ξW0

(
1− τB1,t

)
−(dBWSB

t + dAW αA SA
t )− aW (mt − 1) + λK

t (1−
IK∑
i=1

Ki,t) + λN
t (1−

IN∑
i=1

Ni,t)

+βW φW
k

(
κ kt + logF(At, Kt, N t, Et) + log(1− xt) + ξW0

(
1− τB1,t

)
−(dBWSB

t + dAW αA SA
t )− aW (mt − 1)

)
+ βW φT

τW

(
σAτ t + F̃ t

)
+βW φT

MW (ΦM t + ẽt) + βW φT
R,t+1

(
Rt −Ed

t

)
+ βW φt+1

}
.

First order conditions. The first order conditions for xt,N t,Kt,Et are struc-
turally the same as in the global model.

Verifying solution to the Bellman equation.
Inserting the optimal control rules N ∗

t (At, φ
W
k ,φMW ,φR,t+1), K∗

t (At, φ
W
k ,φMW ,φR,t+1),
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and E∗
t (At, φ

W
k ,φMW ,φR,t+1) into the maximized Bellman equation gives us

φW
k kt+φT

τW τ t+φT
MW M t+φT

R,t Rt+φt = log x∗
t +κ kt+logF (At, K∗

t , N
∗
t , E

∗
t )

+ξW0
(
1− τB1,t

)
−(dBWSB

t +dAW αA SA
t )−aW (mt−1)+βW φW

k

(
κ kt+logF (At, K∗

t , N
∗
t , E

∗
t )

+log(1−x∗
t )+ξW0

(
1− τB1,t

)
−(dBWSB

t +dAW αA SA
t )−aW (mt−1)

)
+βW φT

τW

(
σAτ t+F̃ t

)
+ βW φT

MW (ΦM t + ẽt) + βW φT
R,t+1

(
Rt −Ed

t

∗
)
+ βW φt+1 (88)

Arranging terms by states for the different Nash equilibria yields
(i): SA

t ̸= 0, SB
t ̸= 0

φW
k kt +φT

τW τ t +φT
MW M t +φT

R,t Rt + φt =
[
(1 + βW φW

k )κ
]
kt

+
[
βW φT

τW σA − (1 + βW φW
k )ξW0 eT

1

]
τ t +

[
βW φT

MW Φ

+
(
βW φAW

τ1 σforc(f1 + f2 zA − f3 z
1−n
A ) + βW φBW

τ1 σforc(f1 + f2 zB − f3 z
1−n
B )

−(1 + βW φW
k )
(
dAW

αA

1− αA αB

(zA − αB zB) + dBW
1

1− αA αB

(zB − αA zA)

+aW
))

M−1
pre e

T
1

]
M t +

[
βW φT

R,t+1

]
Rt + log x∗

t + βW φW
k log(1− x∗

t )

+(1 + βW φW
k ) logF (At, K∗

t , N
∗
t , E

∗
t ) + (1 + βW φW

k )(ξW0 + aW )

+f0 β
W (φAW

τ1 σforc + φBW
τ1 σforc) + βW φT

MW ẽt − βW φT
R,t+1 E

d
t

∗
+ βW φt+1.

with zA ∈ {zcA, z
g
A}, zB ∈ {zcB, z

g
B}, dAA ∈ {dcAA, d

g
AA}, and dBB ∈ {dcBB, d

g
BB}

depending on whether region A and B engage in CM or SG.
(ii): SA

t > 0, SB
t = 0

φW
k kt +φT

τW τ t +φT
MW M t +φT

R,t Rt + φt =
[
(1 + βW φW

k )κ
]
kt

+
[
βW φT

τW σA − (1 + βW φW
k )ξW0 eT

1

]
τ t +

[
βW φT

MW Φ

+
(
βWσforc φ

AW
τ1 (f1 + f2 z

g
A − f3 (z

g
A)

1−n) + βW σforc φ
BW
τ1 (f1 + f2 αA zgA − f3 (αA zgA)

1−n)

−(1 + βW φW
k ) (dAW αA zgA + aW )

)
M−1

pre e
T
1

]
M t +

[
βW φT

R,t+1

]
Rt + log x∗

t

+βW φW
k log(1− x∗

t ) + (1 + βW φW
k ) logF (At, K∗

t , N
∗
t , E

∗
t ) + (1 + βW φW

k )(ξW0 + aW )

+f0 β
W (φAW

τ1 σforc + φBW
τ1 σforc) + βW φT

MW ẽt − βW φT
R,t+1E

d
t

∗
+ βW φt+1.
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(iii): SA
t = 0, SB

t > 0

φW
k kt +φT

τW τ t +φT
MW M t +φT

R,t Rt + φt =
[
(1 + βW φW

k )κ
]
kt

+
[
βW φT

τW σA − (1 + βW φW
k )ξW0 eT

1

]
τ t +

[
βW φT

MW Φ

+
(
βW σforc φ

AW
τ1 (f1 + f2 z

g
B − f3 (αB zgB)

1−n) + βW σforc φ
BW
τ1 (f1 + f2 αA zgB − f3 (z

g
B)

1−n)

−(1 + βW φW
k ) (dBW zgB + aW )

)
M−1

pre e
T
1

]
M t +

[
βW φT

R,t+1

]
Rt + log x∗

t

+βW φW
k log(1− x∗

t ) + (1 + βW φW
k ) logF (At, K∗

t , N
∗
t , E

∗
t ) + (1 + βW φW

k )(ξW0 + aW )

+f0 β
W (φAW

τ1 σforc + φBW
τ1 σforc) + βW φT

MW ẽt − βW φT
R,t+1 E

d
t

∗
+ βW φt+1.

Hence, for all Nash equilibria the system is linear in states.
Shadow values of the states. Coefficient matching with respect to capital,

kt, yields
φW
k = (1 + βW φW

k )κ ⇔ φW
k =

κ

1− βW κ

Structurally similar to the global model we get the consumption rate x∗
t = 1−βW κ.

Coefficient matching with respect to transformed temperatures delivers

φT
τW = −ξW0 (1 + βW φW

k ) eT
1 (1− βW σA)−1. (89)

Since the rest of the world is part of climate zone B, we define

σ̃W
ij =

[
(1− βW σB)−1

]
ij

for i, j ∈ {1, 2}.

Note that to preserve symmetry in notation, we defined the corresponding matrix
σB by swapping the first and second rows and columns of the matrix σA.

The rest of the world’s shadow values of atmospheric temperature in regions A
and B are therefore

φAW
τ1 = −ξW0 (1 + βW φW

k )σ̃W
12 (90)

φBW
τ1 = −ξW0 (1 + βW φW

k )σ̃W
11 (91)

We define γheat
W ≡ βW ξW0 σ̃W

12 σforc and γW ≡ βW ξW0 σ̃W
11 σforc.

Coefficient matching with respect to carbon stocks and using the γ’s yields
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(i): SA
t ̸= 0, SB

t ̸= 0

φW
M1 = (1 + βW φW

k )

(
− f2(γ

heat
W zA + γW zB)− dAW

αA

1− αA αB

(zA − αB zB)

− dBW
1

1− αA αB

(zB − αA zA) + f3
(
γheat
W z1−n

A + γW z1−n
B

)
− aW

− f1(γ
heat
W + γW )

)
M−1

pre e
T
1 (1− βW Φ)−1 (92)

(ii): SA
t > 0, SB

t = 0

φW
M1 = (1 + βW φW

k )

(
− f2(γ

heat
W zgA + γW αA zgA)− dAW αA zgA + f3

(
γheat
W (zgA)

1−n

+ γW (αA zgA)
1−n
)
− aW − f1(γ

heat
W + γW )

)
M−1

pre e
T
1 (1− βW Φ)−1 (93)

(iii): SA
t = 0, SB

t > 0

φW
M1 = (1 + βW φW

k )

(
− f2(γ

heat
W αBz

g
B + γW zgB)− dBW zgB + f3

(
γheat
W (αB zgB)

1−n

+ γW (zgB)
1−n
)
− aW − f1(γ

heat
W + γW )

)
M−1

pre e
T
1 (1− βW Φ)−1. (94)

We define
ϕ̃W
ij =

[
(1− βW Φ)−1

]
ij

for i, j ∈ {1, 2, 3},

yielding

ϕ̃W
11 =

[
(1− βW Φ)−1

]
1,1
. (95)

Similar to the global model, for ease of representation we omit the subscript of the
term ϕ̃W

11 and instead use ϕ̃W .
From coefficient matching with respect to the resource stock we have

φT
R,t = βW φT

R,t+1 ⇔ φR,t = (βW )−tφR,0 (Hotelling’s rule).
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The initial resource values φT
R,0 depend on the set up of the economy, including

assumptions about production and the energy sector. Given the coefficients and
the optimal rate of consumption equation (74),(75), and (76) turn to the following
condition:

φt−βW φt+1 = log x∗
t +βW φW

k log(1−x∗
t )+(1+βW φW

k ) logF (At, K∗
t , N

∗
t , E

∗
t )

+(1+βW φW
k )(ξW0 +aW )+βW (φAW

τ1 σforc+φBW
τ1 σforc) f0+βW φT

MW ẽt−βW φT
R,t+1E

d
t

∗

(96)

This condition will be satisfied by picking the sequence φ0, φ1, φ2, .... The additional
condition limt→∞(βW )tV (·) = 0 ⇒ limt→∞(βW )tφt = 0 pins down this initial value
φ0.

E Proofs for the regional model

E.1 Proof of Proposition 3 & 7 (strategies)

This proof makes use of section D.1, where we derive the Markov strategies, section
D.2, where we show that the strategies are consistent with the assumed linear form
of trial solution for the Bellman equation, and section D.3, where we derive the
solutions for the shadow values.

General model (Proposition 7). In section D.1 we show that the following
reaction functions characterize a Nash equilibrium of the dynamic game: If (i) SB

t =
0, then

zgA =

(
ãA + b̃A α−n

A

δ̃gA

) 1
n

,

and if (ii) SB
t ̸= 0, then

zgA =

(
ãA − b̃A

b̃B
ãB

δ̃gA − b̃A
δ̃B
ãB

) 1
n

, zcA =

(
ãA − b̃A

b̃B
ãB

δ̃cA − b̃A
δ̃B
ãB

) 1
n

,

where
−δ̃gA = βA φAA

τ1 σforc f2 + βA φBA
τ1 σforc f2 αA − (1 + βA φA

k )d
g
AA

−δ̃cA = βA φAA
τ1 σforc f2 + βA φBA

τ1 σforc f2 αA − (1 + βA φA
k )d

c
AA

ãA = (n− 1) βA φAA
τ1 σforc f3

b̃A = (n− 1)βA φBA
τ1 σforc f3 αA.
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Swapping country indices characterizes region B’s strategies.
In section D.3 we show that region A’s shadow values of atmospheric temperature

in regions A and B are

φAA
τ1 = −ξA0 (1 + βA φA

k )σ̃
A
11 (97)

φBA
τ1 = −ξA0 (1 + βA φA

k )σ̃
A
12. (98)

The temperature shadow values for region B follow by switching region indices.
Defining γA ≡ βA ξA0 σ̃A

11 σforc, and γheat
A ≡ βA ξA0 σ̃A

12 σforc, gives us δA, aA, and bA
as a function of the γ’s.

aA ≡ ãA
(1 + βA φA

k )
= (1− n)γA f3

bA ≡ b̃A
(1 + βA φA

k )
= (1− n)αA γheat

A f3

δgA ≡ δ̃gA
(1 + βA φA

k )
= (dgAA + ϵgA) + γA f2 + αA γheat

A f2

δcA ≡ δ̃cA
(1 + βA φA

k )
= (dcAA − ϵcA) + γA f2 + αA γheat

A f2.

The solutions for δB, aB, and bB follow by switching region indices. Thus,

zgA =

(
aA + bA α−n

A

δgA

) 1
n

,

and if (ii) SB
t ̸= 0, then

zgA =

(
aA − b̃A

bB
aB

δgA − bA
δB
aB

) 1
n

, zcA =

(
aA − bA

bB
aB

δcA − bA
δB
aB

) 1
n

, (99)

Base model (Proposition 3). No heat flows, i.e. setting σA
B = σB

A = σO
A =

σO
B = 0, simplifies the shadow values of temperature such that φAA

τ1 = −ξA0 (1 +
βA φA

k ) σ̃
A
11 and φBA

τ1 = 0 since σ̃A
12 = 0. For the base model, we use a slightly simpler

notation and define φA
τ1 ≡ φAA

τ1 and φB
τ1 ≡ φBB

τ1 .
No heat flows imply that bA = bB = 0, and therefore equations (99) turn to

zgA =
( δgA
aA

)− 1
n
=

(
(n− 1)βA φA

τ1 σforc f3
(1 + βA φk)d

g
AA − βAφA

τ1 σforc f2

) 1
n
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zcA =
( δcA
aA

)− 1
n
=

(
(n− 1)βA φA

τ1 σforc f3
(1 + βA φk)dcAA − βAφA

τ1 σforc f2

) 1
n

and

zB =
( δB
aB

)− 1
n
=

(
(n− 1)βB φB

τ1 σforc f3
(1 + βB φk)dBB − βBφB

τ1 σforc f2

) 1
n

with zB ∈ {zcB, z
g
B}. Note that in this simplification zgoA =

(
δgA
aA

)− 1
n
= zgA since bA =

0. Switching region indices gives us the analogous result for region B. Similar to the
global model and to ease representation we define σ̃A = σ̃A

11 σforc and σ̃B = σ̃B
11 σforc.

Using γA = βA ξA0 σ̃A, and γB = βB ξB0 σ̃B, and noting that γheat
A = 0 and γheat

B = 0,
leads to

zgA =

(
(1− n) f3 γA

f2 γA + (dgAA + ϵgA)

) 1
n

and zcA =

(
(1− n) f3 γA

f2 γA + (dcAA − ϵcA)

) 1
n

. (100)

Switching region indices shows that for region B

zgB =

(
(1− n) f3 γB

f2 γB + (dgBB + ϵgB)

) 1
n

and zcB =

(
(1− n) f3 γB

f2 γB + (dcBB − ϵcB)

) 1
n

. (101)

E.2 Proof of Proposition 4 (Nash equilibria)

Using the reaction functions for region A and B from section D.1 we derive the Nash
equilibria. We have excluded the case that both countries would engage in CM by
assumption.

i.a) In the case where both regions are cooling (SA
t > 0, SB

t > 0) we obtain

SA∗

t (mt) =
mt

1− αA αB

(
zgA − αB zgB

)
> 0 ⇒ zgA > αB zgB (102)

and

SB∗

t (mt) =
mt

1− αA αB

(
zgB − αAz

g
A

)
> 0 ⇒ zgB > αAz

g
A. (103)

Together, the two equations imply

αB <
zgA
zgB︸︷︷︸
≡H

< α−1
A (104)

Note that this condition defines a non-empty range of parameter values unless αn
A =
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αn
B = 1. Thus, condition (104) states the range of parameter values αB, αA, dgAA,

dgBB, ϵgA, ϵgB, and f2 for which there exists an equilibrium in which both regions are
cooling the world given γA, γheat

A , γB and γheat
B .

i.b) In the case where region A is cooling (SA
t > 0) and region B is warming

(SB
t < 0) we obtain

SA∗

t (mt) =
mt

1− αA αB

(
zgA − αBz

c
B

)
> 0 ⇔ zgA > αBz

c
B (105)

SB∗

t (mt) =
mt

1− αA αB

(
zcB − αAz

g
A

)
< 0 ⇔ zcB < αAz

g
A. (106)

Therefore, the parameter range in which this case defines the Nash equilibrium is
characterized by

zgA
zcB

> max{αB, α
−1
A } ⇔ h ≡ zgA

zcB
> α−1

A = max{αB, α
−1
A } (107)

i.c) The case where region A is warming (SA
t < 0) and region B is cooling

(SB
t > 0) follows by symmetry (switching the region indices)

zgB
zcA

> α−1
B = max{αA, α

−1
B } ⇒ Ĥ ≡ zcA

zgB
< αB. (108)

ii) In the case where region A is cooling (SA
t > 0) and region B is not acting

(SB
t = 0) it has to be optimal for region B to neither engage in cooling, nor in CM.

Given region A is taking the same actions as in scenarios i and ii, region B’s reaction
function can neither satisfy equation (103) nor (106). Therefore, it must be that
H ≥ α−1

A and h ≤ α−1
A . In addition, region A’s reaction function becomes

SA∗

t (mt) = zgA mt > 0, (109)

which will always be satisfied. The reaction function of region B is obviously SB∗
t =

0.
iii) Finally, the symmetric reasoning for region B cooling (SB

t > 0) and region
A not acting (SA

t = 0) delivers 1
H

≥ α−1
B and 1

Ĥ
≤ α−1

B or

1

Ĥ
≤ α−1

B ≤ 1

H
⇔ Ĥ ≥ αB ≥ H. (110)
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Here the reaction functions are

SB∗

t (mt) = zgB mt > 0 (111)

and locally SA∗
t = 0. These 5 cases are mutually exclusive and cover the full param-

eter domain.

E.3 Proof of Proposition 5 & 8 (regional SCC)

The proof makes use of the solutions for the shadow values from section D.3.
General model (Proposition 8). Inserting φA

k into (82), (83), and (84) de-
livers:

(i): SA
t ̸= 0 and SB

t ̸= 0

φA
M1 =

1

1− βA κ

(
−f2 (γA zA+γheat

A zB)−
dAA (zA − αB zB) + αB dBA(zB − αA zA)

1− αA αB

+ f3 (γA z1−n
A + γheat

A z1−n
B )− aA − f1 (γA + γheat

A )

)
M−1

pre ϕ̃
A

(ii): SA
t > 0 and SB

t = 0

φA
M1 =

1

1− βA κ

(
− f2 (γA zgA + γheat

A αA zgA)− dAA zgA + f3

(
γA (zgA)

1−n

+ γheat
A (αA zgA)

1−n
)
− aA − f1 (γA + γheat

A )

)
M−1

pre ϕ̃
A

(iii): SA
t = 0 and SB

t > 0

φA
M1 =

1

1− βA κ

(
− f2 (γA αB zgB + γheat

A zgB)− dBA αB zgB + f3

(
γA (αB zgB)

1−n

+ γheat
A (zgB)

1−n
)
− aA − f1 (γA + γheat

A )

)
M−1

pre ϕ̃
A

The regional SCC is the negative of the regional shadow value of atmospheric carbon
expressed in money-measured consumption units. Thus,
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(i): SA
t ̸= 0 and SB

t ̸= 0

SCCA = −(1− βA κ)Y net
A,t φA

M1

=
Y net
A,t

Mpre

[
aA + f1 (γA + γheat

A )−
((

f3
znA

− f2

)
γA − dAA

)
zA −

(
f3
znB

− f2

)
γheat
A zB

−αB(zB − αA zA)(dAA − dBA)

1− αA αB

]
ϕ̃A, (112)

where we extended the term by −dAA+αA αB dAA

1−αA αB
zA + dAA zA (= 0).

(ii): SA
t > 0 and SB

t = 0

SCCA = −(1− βA κ)Y net
A,t φA

M1

=
Y net
A,t

Mpre

[
aA + f1 (γA + γheat

A )−
((

f3
(zgA)

n − f2

)
γA − dAA

)
zgA

−
(

f3
(αA zgA)

n − f2

)
γheat
A αA zgA

]
ϕ̃A, (113)

(iii): SA
t = 0 and SB

t > 0

SCCA = −(1− βA κ)Y net
A,t φA

M1

=
Y net
A,t

Mpre

[
aA + f1 (γA + γheat

A )−
((

f3
(αB zgB)

n − f2

)
γA − dBA

)
αB zgB

−
(

f3
(zgB)

n − f2

)
γheat
A zgB

]
ϕ̃A. (114)

Summarizing all terms in the SCC that do not depend on γheat
A in the term SCCA

w/o

leads to Proposition 8.
Base model (Proposition 5). In the special case, where σA

B, σB
A , σO

A , σO
B are

equal to zero and thus also γheat
A = 0, the general equations (112), (113), and (114)

for the regional SCC turn to
(i): SA

t ̸= 0 and SB
t ̸= 0

SCCA =
Y net
A,t

Mpre

[
aA + f1 γA −

((
f3
znA

− f2

)
γA − dAA

)
zA − αB(zB − αA zA)(dAA − dBA)

1− αA αB

]
ϕ̃A.

with zA ∈ {zcA, z
g
A}, zB ∈ {zcB, z

g
B}, dAA ∈ {dcAA + ϵc, dgAA + ϵg}, and dBB ∈ {dcBB +

ϵc, dgBB + ϵg}.
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(ii): SA
t > 0 and SB

t = 0

SCCA =
Y net
A,t

Mpre

[
aA + f1 γA −

((
f3

(zgA)
n − f2

)
γA − dAA

)
zgA

]
ϕ̃A.

(iii): SA
t = 0 and SB

t > 0

SCCA =
Y net
A,t

Mpre

[
aA + f1 γA −

((
f3

(αB zgB)
n − f2

)
γA − dBA

)
αB zgB

]
ϕ̃A.

E.4 Proof of Corollary 1

Region B inactive (SB
t = 0). Analogously to equation (12) from the global model,

the cooling contribution((
f3

(zgA)
n
− f2

)
γA − (dgAA + ϵgA)

)
zgA = n

(1− n)
1−n
n (γA f3)

1
n

((dgAA + ϵgA) + γA f2)
1−n
n

> 0

always reduces the SCC.
Region A inactive (SA

t = 0). The effect of SG on the SCC of region A (∆SCCA)
is determined by the sign of the cooling term(

f3
(αB zgB)

n − f2

)
γA − dgBA

)
⪌ 0 ⇔ ∆SCCA ⪋ 0, (115)

Rearranging (115) leads to

(
f3 γA

f2 γA + dgBA

) 1
n

⪌ αB zgB ⇔ ∆SCCA ⪋ 0,

Thus, the cooling term decrease the SCC, if αBz
g
B <

(
f3 γA

f2 γA+dgBA

) 1
n . The unilateral

action equilibrium with SA
t = 0 requires zgA ≤ αBz

g
B ≤ zcA. If dgBA < dgAA + ϵgA then

there exists a non-empty zgB-interval where zgA ≤ αBz
g
B <

(
f3 γA

f2 γA+dgBA

) 1
n .

We note that region A will move to the climate clash equilibrium before its SCC
dominates that of a world without SG if spillover damages are very high and CM
are very cheap and effective, dgBA < dcAA − ϵcA.

Both regions active: If both regions are active, the effect of SG on the SCCA
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depends on two terms:

cooling term:
((

f3
(zA)

n − f2

)
γA − dAA

)
zA = n

(1− n)
1−n
n (γA f3)

1
n

(dAA + γA f2)
1−n
n

> 0

spillover term: − αB(zB − αA zA)(dAA − dBA)

1− αA αB

= −αB
SB
t (mt)

mt

(dAA − dBA)

We note that the cooling term always decreases the SCCA, whereas the sign of the
spillover term can vary across the different equilibria.

(i) SA
t > 0 and SB

t > 0 : In the case where both regions cool, the spillover term
can be positive or negative. If the spillover damages dBA are substantially larger than
region A’s self-imposed damages and costs captured by dAA, the positive spillover
term can dominate the cooling term. In this case, the availability of SG increases
the SCCA. If, however, the spillover damages are lower than region A’s self-imposed
damages and costs, the spillover term will be negative and the availability of SG
decreases the SCCA. Overall, the availability of SG can increase, decrease or leave
the SCCA unchanged.

(ii) SA
t > 0 and SB

t < 0 : In the climate clash case where region A cools, the
spillover term is always positive as dAA− dBA = dgAA+ ϵgA− dcBA > 0 by Assumption
2. Depending on whether the positive spillover term dominates the cooling term,
the availability of SG can increase, decrease or leave the SCCA unchanged.

(iii) SA
t < 0 and SB

t > 0 : In the climate clash where region A engages in CM, the
spillover term is again positive as dAA − dBA = dcAA − ϵcA − dgBA < 0 by Assumption
2). Depending on whether the positive spillover term dominates the cooling term,
the availability of SG can increase, decrease or leave the SCCA unchanged.

E.5 Proof of Proposition 6 (SCC in rest of the world)

The proof makes use of the solutions for the shadow values from section D.4.
General model. Inserting φW

k into (92), (93), and (94) delivers
(i): SA

t ̸= 0, SB
t ̸= 0

φW
M1 =

1

1− βW κ

(
− f2(γ

heat
W zA + γW zB)− dAW

αA

1− αA αB

(zA − αB zB)

−dBW
1

1− αA αB

(zB−αA zA)+f3
(
γheat
W z1−n

A + γW z1−n
B

)
−aW−f1(γ

heat
W +γW )

)
M−1

pre ϕ̃
W
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(ii): SA
t > 0, SB

t = 0

φW
M1 =

1

1− βW κ

(
− f2(γ

heat
W zgA + γW αA zgA)− dAW αA zgA + f3

(
γheat
W (zgA)

1−n

+ γW (αA zgA)
1−n
)
− aW − f1(γ

heat
W + γW )

)
M−1

pre ϕ̃
W

(iii): SA
t = 0, SB

t > 0

φW
M1 =

1

1− βW κ

(
− f2(γ

heat
W αBz

g
B + γW zgB)− dBW zgB + f3

(
γheat
W (αB zgB)

1−n

+ γW (zgB)
1−n
)
− aW − f1(γ

heat
W + γW )

)
M−1

pre ϕ̃
W

The regional SCC is the negative of the regional shadow value of atmospheric
carbon expressed in money-measured consumption units. Thus,
(i): SA

t ̸= 0 and SB
t ̸= 0

SCCW = −(1− βW κ)Y net
W,t φ

W
M1

=
Y net
W,t

Mpre

[
aW + f1(γ

heat
W + γW )−

(
f3
znA

− f2

)
γheat
W zA

−
((

f3
znB

− f2

)
γW − dBW

)
zB − αA(zA − αB zB)(dBW − dAW )

1− αA αB

]
ϕ̃W ,(116)

where we extended the term by −dBW+αA αB dBW

1−αA αB
zB + dBW zB (= 0).

(ii): SA
t > 0 and SB

t = 0

SCCW = −(1− βW κ)Y net
W,t φ

W
M1

=
Y net
W,t

Mpre

[
aW + f1 (γ

heat
W + γW )−

((
f3

(zgA)
n − f2

)
γheat
W

)
zgA

−
((

f3
(αA zgA)

n − f2

)
γW − dAW

)
αA zgA

]
ϕ̃W , (117)
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(iii): SA
t = 0 and SB

t > 0

SCCW = −(1− βW κ)Y net
W,t φ

W
M1

=
Y net
W,t

Mpre

[
aW + f1 (γ

heat
W + γW )−

((
f3

(αB zgB)
n − f2

)
γheat
W

)
αB zgB

−
((

f3
(zgB)

n − f2

)
γW − dBW

)
zgB

]
ϕ̃W . (118)

Base model (Proposition 6). In the special case, where σA
B, σB

A , σO
A , σO

B are
equal to zero, γheat

W = 0. The general equations (116), (117), and (118) for the SCC
in the rest of the world turn to
(i): SA

t ̸= 0 and SB
t ̸= 0

SCCW =
Y net
W,t

Mpre

[
aW + f1 γW −

((
f3
znB

− f2

)
γW − dBW

)
zB

−αA(zA − αB zB)(dBW − dAW )

1− αA αB

]
ϕ̃W ,

with zA ∈ {zcA, z
g
A}, zB ∈ {zcB, z

g
B}, dAA ∈ {dcAA, d

g
AA}, and dBB ∈ {dcBB, d

g
BB}.

(ii): SA
t > 0 and SB

t = 0

SCCW =
Y net
W,t

Mpre

[
aW + f1 γW −

((
f3

(αA zgA)
n − f2

)
γW − dAW

)
αA zgA

]
ϕ̃W ,

(iii): SA
t = 0 and SB

t > 0

SCCW =
Y net
W,t

Mpre

[
aW + f1 γW −

((
f3

(zgB)
n − f2

)
γW − dBW

)
zgB

]
ϕ̃W .
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