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#### Abstract

The Austrian ski resort of Ischgl is commonly claimed to be ground zero for the diffusion of the SARS-CoV-2 virus across Germany. Drawing on data for 401 German counties, we find that conditional on geographical latitude and testing behavior by health authorities, road distance to Ischgl is indeed an important predictor of infection cases, but - in line with expectations - not of fatality rates. Were all German counties located as far from Ischgl as the most distant county of Vorpommern-Rügen, Germany would have seen about 48\% fewer COVID-19 cases. A simple diffusion model predicts that the absolute value of the distance-to-Ischgl elasticity should fall over time when inter- and intra-county mobility are unrestricted. We test this hypothesis and conclude that the German lockdown measures have halted the spread of the virus.
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## 1 Introduction

By mid May 2020, the highly contagious SARS-CoV-2 virus infected about 4.5 million people worldwide and led to almost 300,000 fatalities. ${ }^{1}$ The outbreak prompted governments to impose lockdowns affecting nearly 3 billion people world-wide, in an unprecedented attempt to 'flatten the curve' of infections so that healthcare systems are not overwhelmed. In Germany, despite restrictions phased in from March 9th to 23rd, the number of confirmed cases increased to approximately 175,000 with almost 8,000 deaths by mid May $2020 .{ }^{2}$ However, the spread within Germany is far from homogeneous - the two southernmost states, Bayern and BadenWürttemberg, are amongst the most affected, and even within these states there is a lot of variation.

Figure 1 depicts the spatial distribution of confirmed COVID-19 cases per 100,000 inhabitants in each of the 401 'Kreise' (counties) ${ }^{3}$ using data provided by the Robert-Koch Institute, the German federal government agency and research institute responsible for disease control and prevention. ${ }^{4}$ The left-hand side map indicates that as early as March 13th, 356 out of 401 counties already reported some confirmed cases. By May 9th, infections had increased across the country with counties in southern and eastern Germany experiencing significantly higher case burdens, as shown by the histogram on the right-hand side.

The county with the lowest case incidence rate (CIR) is Mansfeld-Südhartz in North-Eastern Saxony-Anhalt ( $0.03 \%$ ). Tirschenreuth in Bavaria, the most affected county, has a CIR 52 times higher (1.53\%). ${ }^{5}$ Across counties, the standard deviation of the CIR is almost as large as its mean. A similar dispersion is observable for the case fatality rate (CFR), which has been reported zero for 26 counties. ${ }^{6}$

Which factors explain this spatial distribution? In this paper we explore whether tourists visiting super-spreader locations, in particular the resort town of Ischgl in neighbouring Austria, brought home the virus from trips in February and March, as hypothesized by German and international media outlets. ${ }^{7}$ Another earlier hotspot in Germany, the county of Heinsberg, located in the Carneval-celebrating Rhineland region, likely contributed to the diffusion of the virus, as did the highly affected French border region of 'Grand Est'.

[^1]Figure 1: Confirmed cases in Germany on March 13th and May 9th, 2020


Note: Map on the left-hand side shows confirmed cases on March 13th, map on the right-hand side shows those on May 9th. The histogram to the very right shows the change by latitude, binned by county.

We evaluate these claims by exploiting the exogenous variation in the road distances of German counties from these three important clusters of infections - Ischgl, Heinsberg and Grand Est. By estimating negative binomial regressions, we compute the elasticity of cases and mortality from COVID-19 with respect to distance from these initial European hotspots. The primary aim of our analysis is to explain the substantial spatial heterogeneity in infections across German counties. By observing the spatial heterogeneity over time, we indirectly evaluate the efficacy of the lockdown measures in halting the diffusion of the virus.

To guide our empirical analysis, we present a two period model where the mobility of persons drives infection transmissions. This simple model yields an insightful and testable proposition: The (absolute value of the) elasticity of COVID-19 cases with respect to distance from a superspreader location is lower (higher) when individuals are more (less) mobile. We evaluate this proposition by examining the evolution of estimated distance elasticities over time. Finally, we demonstrate the significance of Ischgl as 'Ground Zero' for the outbreak in Germany by performing a back-of-the-envelope counterfactual scenario with a hypothetical location for the town.

Crucially, all our regressions control for a host of possible confounding variables - including the relative latitude of a county. Hence, our results do not simply capture general effects of
distance to, e.g. Lombardy in Northern Italy, the European region hit hardest and earliest by the pandemic. We also control for testing by health authorities to account for the spatial pattern in the likelihood of detecting COVID-19 cases.

Our results paint a clear picture: Cases increase strictly proportionally with population, but the share of the population infected is, amongst other factors, a function of the road distance to the major Austrian ski resort Ischgl. Were all German counties as far away from Ischgl as Vorpommern-Rügen, Germany would have $48 \%$ fewer COVID-19 cases. In contrast, distance to other hotspots is unimportant. Catholic culture appears to increase the number of cases likely through Carnival celebrations in late February. ${ }^{8}$ We fail to find evidence for a host of socio-demographic determinants such as trade exposure to China, the share of foreigners, the age structure, or a work-from-home index. In line with expectations, fatality rates however do not depend on distance to Ischgl. Case fatality rates increase, however, strongly in the share of population above 65 years and tend to fall in the number of available hospital beds. Finally, distance to Ischgl does not become irrelevant over time for observed cases, suggesting that lockdown measures have been effective in reducing mobility and avoiding further diffusion of the virus across German counties.

Studying the diffusion of the virus across space is of utmost importance to guide the pandemic response which has so far largely been framed and implemented at national levels. Yet, with substantial heterogeneities in the number of infections - both in absolute and per capita numbers - a more fine-grained approach may be required that can take into consideration the specificity of the diffusion. Our analysis also highlights that international tourism is a powerful channel for the spread of contagious diseases. Timely travel bans can therefore limit transmission paths and control the cross-border spillover of infections. Popular destinations such as Ischgl have a critical role to play in such containment strategies since they can rapidly turn into super-spreader locations.

Declared a global pandemic by the WHO on March 11th 2020, the SARS-CoV-2 virus and its associated disease COVID-19 present an enormous challenge to the world economy. Outside of China where the virus was first detected, several European countries such as Italy, Spain and the UK have been hit particularly hard by the outbreak. Within Europe, Germany is treated as an exception due to its low case fatality rates (4.4\%) in comparison to Italy (13.9\%), Spain (10.1\%) and the UK (14.8\%). ${ }^{9}$

The absence of proven treatments and vaccines necessitate quarantine measures which have curtailed human mobility and halted economic activity such as industrial production, retail sales and tourism. Although there is a great degree of uncertainty, the economic costs are expected

[^2]to be high. For 2020, the International Monetary Fund expects global GDP to fall by 3\%, more than in the world economic and financial crisis of 2009. ${ }^{10}$ In the Eurozone, the Fund expects an output contraction of $7.5 \%$. The World Trade Organization (WTO) expects international trade to fall by by $13-32 \%$ in 2020 , a collapse that exceeds the trade slump which followed the financial recession of 2008-09.

Since the outbreak of disease, economists have worked on several strands of research. The literature is moving fast; here we present only a few characteristic papers. Macroeconomists have introduced optimizing behavior by economic agents into the basic epidemiological SIER (Susceptible-Infected-Exposed-Recovered) model to examine the economic consequences of pandemics under different policy choices (Eichenbaum, Rebelo, and Trabandt, 2020; Farboodi, Jarosch, and Shimer, 2020; Krueger, Uhlig, and Xie, 2020). Behavioral economists have started to examine the long-run effects of this crisis on preferences (Kozlowski, Veldkamp, and Venkateswaran, 2020). Trade economists are studying the diffusion of health-related shocks through trade networks (Sforza and Steininger, 2020). Economic historians are investigating past pandemics to search for patterns that may inform current policy making (Barro, Ursua, and Weng, 2020), whereas econometricians are working to fill data gaps in order to properly calibrate macroeconomic models (Stock, 2020).

Our paper is most closely linked to the emerging literature on the geographical dispersion of the SARS-CoV-2 virus. Harris (2020) shows how the subway system was critical for the propagation of infections in New York City and identifies several distinct hotspot zip codes from where the virus subsequently spread. Jia et al. (2020) also examine the geographical distribution of COVID-19 cases by using detailed mobile phone geo-location data to compute population outflows from Wuhan to other prefectures in China. Cuñat and Zymek (2020) combine the SIR model with a structural gravity framework to simulate the spread of contagion in the UK.

Our work contributes to the literature by (i) using exogenous variation in the distance to a super-spreader location to identify the role of tourism in the spatial diffusion of COVID-19 and by (ii) providing a very simple test for the effectiveness of lockdown measures.

The remainder of this paper is structured as follows. Section 2 provides the relevant context to this analysis by describing the circumstances of the outbreak in Ischgl, Heinsberg and the French region of Grand Est. Section 3 outlines a simple theoretical model which underpins our empirical analysis. In Section 4, we describe our empirical strategy, the datasets used and the construction of key variables. Section 5 presents the main regression results followed by a counterfactual analysis in Section 6. Finally, Section 7 concludes.

[^3]
## 2 Context

By mid May 2020, there were around 16,000 confirmed cases of COVID-19 in Austria. The largest cluster of infections, comprising more than $20 \%$ of total cases, is located in the alpine province of Tyrol that is home to approximately $8 \%$ of Austria's population. The province's capital city, Innsbruck, was the first to report COVID-19 infections in the country, on February 25th, 2020. In Tyrol, the ski resort town of Ischgl is considered to be one of the epicentres, where the virus spread within après-ski bars, restaurants and shared accommodation.

A highly popular destination for international tourists, Ischgl was first flagged as a risk zone by Iceland on March 5th after infection tracing revealed it as an important origin for COVID-19 cases. By March 8th, Norway's testing results also revealed that 491 of its 1198 cases had acquired the infection in Tyrol. ${ }^{11}$ Despite these early warnings, skiing in Ischgl continued for nine more days. It was only on March 13th that the town was placed under quarantine measures. On the same day, Germany's leading centre for epidemiological research, Robert Koch Institute (RKI), also designated Ischgl as a high risk area - alongside Italy, Iran, Hubei Province in China, North Gyeongsang Province in South Korea, and the Grand Est region in France.

As the caseload of infections increased, Austrian authorities finally announced a lockdown in Tyrol on March 19th, 2020. This substantial delay in response is likely to have exacerbated the spread of the pandemic in Austria and other European countries, given the timing of the ski season and the location of the province which is bordered by Italy, Germany and Switzerland. As of March 20th, one-third of all cases in Denmark and one-sixth of those in Sweden were traced to Ischgl. ${ }^{12}$

In Germany, the states of Bavaria, Baden-Württemberg and North Rhine-Westphalia (NRW) report the highest number of confirmed cases of the disease. Together, they accounted for about two thirds of Germany's total 175,000 COVID-19 cases as of mid May 2020. Besides Ischgl, the district of Heinsberg in NRW has emerged as another important cluster that may have intensified the outbreak in Germany. The virus was reported to have spread there through Carnival celebrations, with an attendant testing positive on February 25th, 2020.

The northeastern French region of Grand Est is also heavily affected by the pandemic. Close to France's border with Germany, the spread of infections in the area have largely been traced to a mass church gathering in Mulhouse. ${ }^{13}$ Given the region's proximity to the hard-hit German state

[^4]of Baden-Württemberg and the regular cross-border movement of German and French workers, we incorporate the town of Mulhouse in the Grand Est region into our analysis. Therefore, these three locations - Ischgl, Heinsberg and Mulhouse - constitute interesting candidates as 'super-spreader locations' for studying the transmission of infections within Germany.

## 3 Theoretical Model

In this section, we sketch a stylized model where the virus is transmitted through the mobility of population.

Let there be two rounds of infections. In the first round, people can be infected by visiting a super-spreader location such as Ischgl. Let $P_{i}$ be the (time-invariant) population of county $i$ and $I_{i}^{0}$ the number of infected individuals at the end of period 0 . Let $f\left(D_{i}^{0}\right)$ denote the likelihood that an individual from county $i$ has visited the super-spreader location in period 0 and has become infected, with $f$ being a function of county $i$ 's distance to the super-spreader location. Let $f:[1, \infty) \rightarrow[0,1]$ be a continuous and twice differentiable function with $f^{\prime}<0$ and $f^{\prime \prime}<0 .{ }^{14}$

Hence,

$$
\begin{aligned}
& I_{i}^{0}=P_{i} f\left(D_{i}^{0}\right) \\
\Leftrightarrow \quad & \iota_{i}^{0}=I_{i}^{0} / P_{i}=f\left(D_{i}^{0}\right),
\end{aligned}
$$

with $\iota_{i}^{0} \in[0,1]$ being the initial infection rate in county $i$.
In the second round, individuals randomly meet within Germany. If an infected person comes into contact with a susceptible person, the latter is also infected. Thus, in the absence of outside mobility between counties, new infections in period 1 would be given by

$$
\begin{aligned}
& \iota_{i}^{1}-\iota_{i}^{0}=\gamma \iota_{i}^{0}\left(1-\iota_{i}^{0}\right) \\
& \Leftrightarrow \quad I_{i}^{1}=I_{i}^{0}+\gamma P_{i} \iota_{i}^{0}\left(1-\iota_{i}^{0}\right),
\end{aligned}
$$

where $\gamma \in[0,1]$ is the probability that an infection occurs when a susceptible individual meets an infected one.

However, individuals tend to move - within and across counties. ${ }^{15}$ Let $M_{i j}$ denote those individuals from county $i$ that meet other individuals from county $j$, with $\sum_{j} M_{i j}=P_{i} .{ }^{16}$

[^5]Assuming symmetry in mobility between counties, i.e. $M_{i j}=M_{j i}$, we have

$$
\begin{equation*}
I_{i}^{1}=I_{i}^{0}+\gamma M_{i i}\left(1-\iota_{i}^{0}\right) \iota_{i}^{0}+2 \gamma \sum_{j \neq i} M_{j i}\left(1-\iota_{i}^{0}\right) \iota_{j}^{0} \tag{1}
\end{equation*}
$$

The elasticity of the infection rate with respect to the distance to the super-spreader location is given by $\delta^{t} \equiv \frac{\partial I_{i}^{t}}{\partial D_{i}^{0}} \frac{D_{i}^{0}}{I_{i}^{t}}$. Assuming $\frac{\partial M_{i i}}{\partial D_{i}^{0}}=0$, it can be shown that

Proposition. If any $M_{i j}>0 \forall i, j$, then $\delta^{0}<\delta^{1}$.

## Proof. See appendix A.

As both $\delta^{0}$ and $\delta^{1}$ are negative, we expect the elasticity of infections with respect to distance from the super-spreader location to be greater (i.e. closer to zero) with mobility than without mobility. When there is no inter-county geographical mobility after period 0 , then $M_{i j}=0$ for all $j \neq i$, the elasticity is larger in absolute terms than when mobility is allowed; when even intra-county mobility is not permitted, then the elasticity is time invariant: $\delta^{1}=\delta^{0}$ as $I_{i}^{1}=I_{i}^{0}$.

The intuition for this result is simple: as mobility between and within counties spreads the virus further over time, the role of distance to Ischgl in explaining the spatial variation of infections goes down. We assume mobility between counties $i$ and $j, M_{i j}$, to be exogenous to $i$ 's and $j$ 's distance to Ischgl, believing this to be a rather innocuous assumption. ${ }^{17}$

## 4 Empirical Model and Data

### 4.1 Model and Hypotheses

As reflected in our theoretical model, we are interested in understanding the number of COVID19 patients ( $I_{i}^{0}$ and $I_{i}^{1}$ ) and fatalities registered in a county. For this reason, the appropriate econometric strategy is to estimate a count data model, such as a Poisson or negative binomial model. In this context, we expect the variation of our dependent variable to exceed that of a true Poisson since (i) counts will not be independent in a pandemic; and (ii) there may be unobserved heterogeneity. Therefore, we employ a negative binomial model in which the variance is assumed to be a function of the mean (NB-2 model; see Cameron and Trivedi, 2013). Since the NB-2 model nests the simple Poisson model, one can test for over-dispersion. ${ }^{18}$ One handy feature of the negative binomial model is that its coefficients can be interpreted exactly as in a linear

[^6]model in which the dependent variable is logarithmic.
We exploit the variation in cases and deaths across the numerous counties as of May 9th, 2020, and estimate elasticities with respect to road distances from Ischgl, Heinsberg, and Mulhouse. We run cross-sectional regressions which are specified as follows:
\[

\left.\left.$$
\begin{array}{rl}
\operatorname{cases}_{i} & =\exp \left(\alpha+\sum_{k \in\{0,1,2\}} \delta_{k} \log \left(D_{i}^{k}\right)+\gamma \mathbf{Z}_{i}+\varepsilon_{i}\right) \\
\text { deaths }_{i} & =\exp \left(\alpha+\rho \log \left(\text { lagged }^{\operatorname{cases}}\right.\right. \tag{3}
\end{array}
$$\right)+\sum_{k \in\{0,1,2\}} \delta_{k} \log \left(D_{i}^{k}\right)+\gamma \mathbf{Z}_{i}+\varepsilon_{i}\right) .
\]

The main coefficients of interest in the above regressions are $\delta_{0}, \delta_{1}$ and $\delta_{2}$ which capture the elasticity of COVID-19 cases or deaths with respect to the road distance of any given county $i$ from Ischgl, Heinsberg, and Mulhouse respectively. In equation (2), these distance elasticities enable us to test our first hypothesis - namely, that COVID-19 cases decay as distance from an infection cluster increases. Therefore, as per our theoretical model, we expect the coefficients $\delta_{0}$, $\delta_{1}$ and $\delta_{2}$ to be negative.

Equation (3) takes the number of COVID-19 deaths as the dependent variable and introduces log cases lagged by 18 days as an additional explanatory variable. We control for cases with a lag since mean time between onset of symptoms and death is estimated at 17.8 days (Verity et al., 2020). This allows us to test our second hypothesis - that distance to super-spreader locations should not matter for the number of deaths in a county, controlling for the number of infections in a county. Proximity to any of the hotspots may have affected the incidence rate, but should not determine the medical severity of cases and therefore the fatalities.

Our third and final hypothesis is that the distance of a county from these towns is more crucial for spreading infections in the initial phase of the epidemic - in the absence of restrictions on the movement of people. With time, COVID-19 expands its reach to more locations and the role of these initial clusters may become less relevant. A test of this hypothesis can be conducted by introducing time variation in the number of cases and deaths at the county-level. By repeatedly estimating equation (2) for each day within this period, we obtain a time series of coefficients for the distance variables. These time series can then be examined graphically in order to determine when and for how long distance to initial infection clusters mattered in the propagation of COVID-19.

Clearly, distance to Ischgl correlates with other potential determinants of infections. Hence, while we trivially have no issues with reverse causality, our exercise is potentially subject to substantial omitted variable bias. In our exercise, we have no other way to deal with this problem than to load the vector $\mathbf{Z}_{\mathbf{i}}$ with a rich and well-design array of control variables. The most
important is geographical latitude, relative to the southernmost point of Germany. This rules out that the coefficient $\delta_{0}$ simply captures proximity to Italy. The control also captures climatic variation, as well as other, e.g. cultural factors, that tend to have a north-south gradient and may influence infection rates. Moreover, we add further county-specific characteristics such as population and population density, GDP per capita, share of population that is older than 65 years, shares of Protestants and Catholics, share of foreigners, a work-from-home index that captures the prevalence of home office work, exposure to trade with China and the number of hospital beds in a county. All these controls may exhibit non-zero correlation with distance to Ischgl. For example, the share of Catholics is much higher in the South than in the North and Catholic festivities, e.g. Carnival, may propagate infections.

The cases $_{i}$ variable in equations (2) and (3) refer to diagnosed cases rather than to a full count of the infected population, or a random draw. There could be many more undetected cases in the German population than diagnosed ones. For instance, Li et al. (2020) find that in early stages of pandemics, six times more people were infected than official statistics revealed. To deal with this issue, we control for the number of tests per county. Interestingly, there is substantial variation across counties in the share of population tested.

Despite these efforts to contain omitted variable bias, we adopt a cautious reading of our results and refrain from interpreting them as causal. Nonetheless, our evidence on the spatial determinants of the COVID-19 spread in Germany reveals interesting correlations and strong indications of a link between the COVID-19 burden of a county and its distance from a superspreader location.

Finally, in Appendix B we analyse the sensitivity of our results to the choice of distance measures by switching from road distance to travel time and great circle distances. Note that by simply subtracting the log of population from both sides of equation (2) and the log of lagged number of cases from both sides of equation (3), one can interpret the estimated coefficients as elasticities (or semi-elasticities) of case incidence rates (CIRs) or of case fatality rates (CFRs), respectively. Therefore, as an additional robustness check, we estimate models with CIR and CFR as dependent variables using OLS.

### 4.2 Data

We exploit publicly available data on COVID-19 cases provided by the Robert Koch Institute (RKI). The RKI database reports confirmed cases as well as fatalities from COVID-19, although it should be noted that these numbers may under-represent the actual spread of infections due to limitations in testing. A valuable feature of the RKI dataset for our purposes is its level of geographic disaggregation. Information is available not just at the country-wide or Bundesländer (state) level, but at the county-level in Germany. The data spans from March 10th to May 9th,

Table 1: Summary statistics

| Variable | Mean | Std. dev. | Median | Max | Min |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Number of confirmed cases, current | 421.91 | 587.63 | 279.00 | 6258.00 | 13.00 |
| Number of confirmed cases, 18 day lag | 369.24 | 518.21 | 242.00 | 5365.00 | 13.00 |
| Case incidence rate (CIR), in \% | 0.21 | 0.16 | 0.17 | 1.53 | 0.03 |
| Number of deaths | 18.44 | 25.25 | 10.00 | 204.00 | 0.00 |
| Case fatality rate (CFR), in \% | 4.65 | 3.19 | 4.18 | 19.64 | 0.00 |
| Population (in thousands) | 201.23 | 231.06 | 149.07 | 3421.83 | 34.08 |
| Number of tests (in thousands)* | 257.18 | 175.50 | 208.19 | 497.28 | 25.03 |
| Road distance to Ischgl (in km) | 609.75 | 237.28 | 610.95 | 1134.26 | 138.69 |
| Road distance to Heinsberg (in km) | 428.40 | 184.31 | 433.05 | 805.37 | 0.27 |
| Road distance to Mulhouse (in km) | 521.01 | 211.44 | 507.22 | 1069.63 | 56.81 |
| Population / Area | 517.74 | 676.47 | 195.78 | 4531.17 | 36.47 |
| Log of relative latitude | 3.35 | 1.75 | 3.32 | 7.51 | 0.22 |
| GDP per capita (in thousand Euros) | 37.16 | 16.14 | 33.11 | 172.44 | 16.40 |
| Share of foreigners | 0.07 | 0.05 | 0.06 | 0.31 | 0.01 |
| Share of 65+ | 0.21 | 0.02 | 0.21 | 0.29 | 0.15 |
| Share of Catholics | 0.32 | 0.24 | 0.29 | 0.88 | 0.02 |
| Share of Protestants | 0.30 | 0.17 | 0.26 | 0.72 | 0.04 |
| Work-from-Home Index | 0.53 | 0.04 | 0.52 | 0.67 | 0.46 |
| Trade with China measure | 6338.35 | 4079.31 | 5321.70 | 30228.97 | 470.53 |
| Number of hospital beds | 1255.41 | 1598.54 | 851.50 | 20390.00 | 42.00 |

Note: Epidemological data refer to May 9, 2020; other data to year of 2019 or latest available year. Case fatality rate calculated on the basis of reported cases 18 days earlier. *All variables are measured at the county level except the number of tests (at state level).
2020. ${ }^{19}$ In this paper, we work with cumulative confirmed cases and COVID-19 related deaths as of May 9th, 2020.

We merge this database with information on the county-level from the Regionaldatenbank Deutschland. We include data on the local population, ${ }^{20}$ which allows us to control for the demographic structure of each county, given the higher risk of hospitalisation and fatalities from COVID-19 amongst older populations. We also control for another population characteristic, namely religious affiliation, that may indicate whether Carnival gatherings - largely a Catholic festival - may have contributed to the spread.

To control for the levels of economic activity, we utilize GDP per capita at the county level for the latest available year, 2018. We further include a variable that describes the regional intensity of jobs that can be performed from home, the "work-from-home" index at the county level computed by Alipour, Falck, and Schüller (2020). Ability to work from home, and thus avoid public spaces and offices, may have played an important role in determining the local spread of the virus (Fadinger and Schymik, 2020). As another possible channel for the transmission of the

[^7]virus within Germany, we incorporate the exposure of counties to international trade with China, where the outbreak was first reported. The trade (export and import) exposure measures are taken from Dauth et al. (2017). ${ }^{21}$

The number of confirmed cases may also be dependent on the testing capacity and healthcare infrastructure of the county. However, there is no reliable data available as of the time of writing on the number of tests conducted daily in each county. Given this limitation, we use the number of tests performed in each of the 16 German Bundesländer. This information is provided by the RKI. For healthcare capacity, which may impact the prevalence of testing and the possibility of adequate treatment, we use the number of hospital beds in each county as an indicator. This is again drawn from Regionaldatenbank Deutschland database for the year 2018.

In order to examine the impact the three hotspots had on the spread of the virus, we exploit each of the county administrative centers' distance to the towns of Ischgl, Heinsberg and Mulhouse. We compute road distance and travel times based on the the shortest path in road networks with data from the OpenStreetMap project. In a robustness exercise we additionally use the great circle distance between the respective locations; see Table 4 in Appendix B.

## 5 Regression Results

In this section, we analyse regression results based on specifications described in equations (2) and (3) and assess the evolution of estimated coefficients such as distance elasticities over time.

### 5.1 COVID-19 Cases

Table 2 reports results for confirmed COVID-19 cases, where we introduce a richer set of controls with each successive regression. Starting with Column (1), we find that the coefficient on population is statistically identical to 1 , implying that cases rise proportionately with population size. ${ }^{22}$ Counties with bigger populations do not have higher case rates (infections per number of inhabitants). This finding is robust across all our specifications.

The coefficient for the number of tests is positive and statistically significant - i.e. counties located in states that conducted more tests have reported more confirmed cases. The estimated coefficient is large; it suggests that an increase in the number of tests by $1 \%$ correlates with an increase in the number of cases by $0.441 \%$. This implies that increasing the number of tests by

[^8]Table 2: Count of Confirmed Cases: Negative Binomial Regressions

|  | Dependent variable: |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Number of confirmed cases |  |  |  |  |
|  | (1) | (2) | (3) | (4) | (5) |
| $\log$ (Population) | $\begin{gathered} 0.995^{* * *} \\ (0.048) \end{gathered}$ | $\begin{aligned} & 1.078^{* * *} \\ & (0.053) \end{aligned}$ | $\begin{gathered} 1.056^{* * *} \\ (0.054) \end{gathered}$ | $\begin{aligned} & 1.075^{* * *} \\ & (0.053) \end{aligned}$ | $\begin{gathered} 1.074^{* * *} \\ (0.053) \end{gathered}$ |
| $\log$ (Number of tests) | $\begin{aligned} & 0.441^{* * *} \\ & (0.040) \end{aligned}$ | $\begin{gathered} 0.285^{* * *} \\ (0.045) \end{gathered}$ | $\begin{gathered} 0.254^{* * *} \\ (0.041) \end{gathered}$ | $\begin{gathered} 0.185^{* * *} \\ (0.043) \end{gathered}$ | $\begin{gathered} 0.183^{* * *} \\ (0.044) \end{gathered}$ |
| $\log$ (Distance to Ischgl) |  | $\begin{gathered} -0.682^{* * *} \\ (0.076) \end{gathered}$ | $\begin{gathered} -0.923^{* * *} \\ (0.254) \end{gathered}$ | $\begin{gathered} -0.887^{* * *} \\ (0.278) \end{gathered}$ | $\begin{gathered} -0.877^{* * *} \\ (0.296) \end{gathered}$ |
| $\log$ (Distance to Heinsberg) |  |  | $\begin{gathered} -0.143^{* * *} \\ (0.048) \end{gathered}$ | $\begin{aligned} & -0.069 \\ & (0.093) \end{aligned}$ | $\begin{aligned} & -0.081 \\ & (0.092) \end{aligned}$ |
| $\log$ (Distance to Mulhouse) |  |  | $\begin{aligned} & -0.109 \\ & (0.082) \end{aligned}$ | $\begin{aligned} & -0.085 \\ & (0.106) \end{aligned}$ | $\begin{aligned} & -0.088 \\ & (0.112) \end{aligned}$ |
| $\log$ (Latitude) |  |  | $\begin{gathered} 0.139 \\ (0.192) \end{gathered}$ | $\begin{gathered} 0.211 \\ (0.224) \end{gathered}$ | $\begin{gathered} 0.208 \\ (0.235) \end{gathered}$ |
| $\log$ (Population / Area) |  |  |  | $\begin{gathered} 0.034 \\ (0.046) \end{gathered}$ | $\begin{aligned} & -0.004 \\ & (0.047) \end{aligned}$ |
| Share of Catholics |  |  |  | $\begin{aligned} & 0.723^{* *} \\ & (0.298) \end{aligned}$ | $\begin{aligned} & 0.747^{* *} \\ & (0.295) \end{aligned}$ |
| Share of Protestants |  |  |  | $\begin{gathered} 0.165 \\ (0.261) \end{gathered}$ | $\begin{gathered} 0.183 \\ (0.253) \end{gathered}$ |
| Share of 65+ |  |  |  | $\begin{aligned} & -1.207 \\ & (2.344) \end{aligned}$ | $\begin{aligned} & -0.752 \\ & (2.227) \end{aligned}$ |
| Share of Foreigners |  |  |  | $\begin{aligned} & -0.538 \\ & (1.126) \end{aligned}$ | $\begin{aligned} & -0.783 \\ & (1.151) \end{aligned}$ |
| $\log$ (GDP p.c.) |  |  |  |  | $\begin{gathered} 0.062 \\ (0.122) \end{gathered}$ |
| Work-from-Home Index |  |  |  |  | $\begin{gathered} 1.168 \\ (1.205) \end{gathered}$ |
| $\log$ (China Trade) |  |  |  |  | $\begin{aligned} & -0.004 \\ & (0.069) \end{aligned}$ |
| Pseudo R2 | 0.66 | 0.72 | 0.74 | 0.75 | 0.76 |
| Observations | 401 | 401 | 401 | 401 | 401 |
| $\theta$ | $\begin{gathered} 3.174^{* * *} \\ (0.217) \\ \hline \end{gathered}$ | $\begin{gathered} 3.892^{* * *} \\ (0.270) \\ \hline \end{gathered}$ | $\begin{aligned} & 4.093^{* * *} \\ & (0.285) \\ & \hline \end{aligned}$ | $\begin{aligned} & 4.353^{* * *} \\ & (0.304) \\ & \hline \end{aligned}$ | $\begin{aligned} & 4.378^{* * *} \\ & (0.306) \\ & \hline \end{aligned}$ |

[^9]$10 \%$ reveals about 12 more cases of infected persons in the median county. ${ }^{23}$ This emphasises the vital importance of testing in understanding the spread of infections and its role in the policy response. In all columns of Table 1 we also report the $\theta$ parameter which indicates the extent of over-dispersion in the data. If the $\theta$ parameter were to approach infinity, the negative binomial distribution would approach a Poisson distribution. However, the parameter is seen to be finite across specifications. Hence, our choice of negative binomial regressions over Poisson estimation is indeed valid. Not surprisingly, infection data exhibits over-dispersion.

In column (2), we introduce road distance to Ischgl as an additional explanatory variable. In doing so, we find that the pseudo- $R^{2}$ increases by 6 percentage points or $9 \%$, indicating the relevance of this variable for the overall fit of the model. The resulting coefficient implies that a county whose road distance to Ischgl is by $1 \%$ lower than that of another county has a count of infections that is higher by $0.68 \%$. However, Ischgl may not be the only cluster from where the virus may have spread through Germany. To examine this possibility, column (3) introduces the road distances to other clusters - Heinsberg and Mulhouse - as controls. By additionally controlling for the latitude of each county, we exploit precisely the variation in road distance and not the geographical location of a county on the North-South axis. As such, latitude has no measurable effect on the case load. ${ }^{24}$ The coefficient on the distance to Ischgl remains statistically significant and increases to -0.923 . Proximity to Ischgl also appears to be far more important than proximity to Heinsberg and Mulhouse. For the purpose of illustration, compare the city of Munich, that is about 190 km away from Ischgl, to Hamburg, 935 km away. Everything else equal, Hamburg should have $77 \%$ fewer COVID-19 cases than Munich. ${ }^{25}$ The high elasticity implies a fast decay of infections as one moves away from Ischgl.

In column (4), we control for a wide range of county-level variables that could also predict infections. Notably, the distance elasticity for Heinsberg is no longer statistically significant whereas the distance elasticity to Ischgl is remarkably stable. Examining the demographic characteristics, factors such as population density, share of the elderly ( 65 years and older) and foreign residents in total population are not significant determinants of the spread. In contrast, a $1 \%$ point increase in the share of Catholics is associated with a $0.723 \%$ increase in cases probably attesting to the role of carnival celebrations in February, which are typical for Catholic regions but not for Protestant ones, in propagating the virus. To illustrate the importance of this correlation: increasing the share of Catholics in the county with the smallest share ( 0.02 , county of Weimar in Thuringia) to the share observed in the most Catholic county (share of 0.88 , county

[^10]of Freyung-Grafenau in Bavaria) almost doubles the case count in a county. ${ }^{26}$
Our baseline specification additionally controls for economic factors and is reported in column (5). In comparison to the minimalist specification reported in column (2), controlling for demographic and economic factors increases rather than decreases the distance elasticity to Ischgl; adding additional socio-economic controls keeps it approximately constant. A $1 \%$ reduction in road distance to Ischgl corresponds to a $0.88 \%$ increase in the number of confirmed cases. ${ }^{27}$

Looking at the coefficient on a county's trade exposure to China, where the virus first appeared, we observe that the transmission of virus in Germany was not driven by the strength of economic ties to China. Our results therefore undermine possible claims that the participation of local firms in global production chains involving China may have led to the import of the virus and therefore propagated contagion. We also find that the 'Work-from-Home' (WFH) Index is not a significant factor in the diffusion process. This runs counter to the results reported by Fadinger and Schymik (2020) - possibly because we control for WFH at the more disaggregated county (NUTS-3) level as opposed to the NUTS-2 level. Rather, infections are seen to be dependent on population size and the proximity to local hotspots. All together, the models have relatively high values for pseudo- $R^{2}$, which offers a rough measure of the variation in infection rates that our models are able to explain.

For the sake of checking robustness, Table 5 in the Appendix reports regressions analogous to those in Table 2, but with the dependent variable being the case incidence rate and the estimation method being OLS. This regression design is more restrictive than our preferred one, but we generally find that our findings are confirmed. In our most comprehensive regression, Hamburg is predicted to have a CIR that is 0.23 percentage points lower than Munich's (in the data, Hamburg's CIR is $0.27 \%$ and Munich's $0.46 \%$ ).

### 5.2 COVID-19 Fatalities

Having examined confirmed infection cases, in Table 3 we address the observed spatial heterogeneity in COVID-19 deaths across counties. All regressions contain the log of confirmed infections 18 days prior as a major predictor of the death count. ${ }^{28}$ As in Table 2, regressions also include the $\log$ of the number of tests conducted in a county and the log of population.

[^11]In all specifications, the coefficient on log lagged cases is observed to be statistically significant and greater than 1 , implying that deaths are increasing more than proportionately to the number of reported cases in a county. An underlying issue of congestion in healthcare facilities may explain this relationship. Importantly this relation is not driven by population: across all specifications, we find that more populous counties tend to have lower number of fatalities, holding the case load constant. But note that the two variables are strongly correlated, as the previous section has shown. The number of tests has no measurable influence on death counts.

Without adding the controls introduced in column (1), distance to Ischgl has a large, negative effect on the dependent variable; however, this would be a meaningless result as it only reflects the geography of case counts. Once we control for confirmed cases, distances to the super-spreader locations cease to have a negative effect; if at all, there is a positive effect which is, however, only marginally statistically significant. This is reasonable since health outcomes are likely to depend more on the individual case or county's demographic and economic characteristics than on the distance to a ski resort in the Alps. ${ }^{29}$ However, mortality rises sharply with the share of the elderly in county populations (see columns (4) and (5)), conforming with medical findings that case fatality ratios are higher for older age groups (Verity et al. (2020)). For the purpose of illustration, comparing the county with the smallest share of elderly ( 0.15 , county of Vechta, Lower Saxony) to the county with the greatest ( 0.29 , county of Dessau-Roßlau in Saxony-Anhalt), model (5) predicts more than a doubling of the death count. ${ }^{30}$

Variables such as the share of Catholics that had an important effect in Table 2, are no longer significant. This is comforting: the capacity of the health system does not depend on a county's predominant religious group. Also, the share of foreigners is not significant, albeit the coefficient of the variable is positive. In contrast, healthcare infrastructure, as proxied by the number of hospital beds, turns out as a statistically significant predictor of COVID-19 morbidity. A 10\% increase in number of beds in a county lowers deaths by approximately $1.29 \% .^{31}$ Access to quality medical care is imperative for minimising the loss of human life due to the pandemic. While this finding warrants further investigation, we would like to stress that the number of beds is predetermined in our specification, so we do not face the issue of reverse causality. Moreover, the effect is estimated conditional on a number of variables that explain both fatalities and the number of hospital beds, such as density (population per area, capturing the urban/rural divide) or GDP per capita. Also note that mobility from counties with few beds to others with more beds would attenuate the effect; hence, we are likely to identify a lower bound of the true effect.

For robustness, Table 6 in the Appendix reports regressions analogous to those in Table 3, but with CFR as the dependent variable and OLS as the estimation method. Results are broadly

[^12]Table 3: Count of Deaths: Negative Binomial Regressions

|  | Dependent variable: |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Number of deaths |  |  |  |  |
|  | (1) | (2) | (3) | (4) | (5) |
| $\log$ (Lagged number of confirmed cases) | $\begin{aligned} & 1.353^{* * *} \\ & (0.054) \end{aligned}$ | $\begin{aligned} & 1.445^{* * *} \\ & (0.061) \end{aligned}$ | $\begin{aligned} & 1.446^{* * *} \\ & (0.061) \end{aligned}$ | $\begin{aligned} & 1.485^{* * *} \\ & (0.063) \end{aligned}$ | $\begin{gathered} 1.480^{* * *} \\ (0.063) \end{gathered}$ |
| $\log$ (Population) | $\begin{gathered} -0.411^{* * *} \\ (0.068) \end{gathered}$ | $\begin{gathered} -0.528^{* * *} \\ (0.077) \end{gathered}$ | $\begin{aligned} & -0.528^{* * *} \\ & (0.078) \end{aligned}$ | $\begin{gathered} -0.512^{* * *} \\ (0.086) \end{gathered}$ | $\begin{gathered} -0.409^{* * *} \\ (0.095) \end{gathered}$ |
| $\log$ (Number of tests) | $\begin{aligned} & -0.039 \\ & (0.041) \end{aligned}$ | $\begin{gathered} 0.020 \\ (0.046) \end{gathered}$ | $\begin{gathered} 0.020 \\ (0.045) \end{gathered}$ | $\begin{gathered} 0.060 \\ (0.049) \end{gathered}$ | $\begin{gathered} 0.039 \\ (0.049) \end{gathered}$ |
| $\log$ (Distance to Ischgl) |  | $\begin{aligned} & 0.514^{*} \\ & (0.278) \end{aligned}$ | $\begin{gathered} 0.512^{*} \\ (0.287) \end{gathered}$ | $\begin{gathered} 0.404 \\ (0.281) \end{gathered}$ | $\begin{aligned} & 0.549^{*} \\ & (0.287) \end{aligned}$ |
| $\log$ (Distance to Heinsberg) |  | $\begin{aligned} & 0.105^{* * *} \\ & (0.041) \end{aligned}$ | $\begin{aligned} & 0.105^{* * *} \\ & (0.041) \end{aligned}$ | $\begin{aligned} & 0.086^{*} \\ & (0.045) \end{aligned}$ | $\begin{aligned} & 0.083^{*} \\ & (0.046) \end{aligned}$ |
| $\log$ (Distance to Mulhouse) |  | $\begin{aligned} & -0.071 \\ & (0.081) \end{aligned}$ | $\begin{aligned} & -0.072 \\ & (0.085) \end{aligned}$ | $\begin{aligned} & -0.129 \\ & (0.094) \end{aligned}$ | $\begin{aligned} & -0.096 \\ & (0.099) \end{aligned}$ |
| $\log$ (Latitude) |  | $\begin{aligned} & -0.076 \\ & (0.190) \end{aligned}$ | $\begin{aligned} & -0.075 \\ & (0.192) \end{aligned}$ | $\begin{gathered} 0.042 \\ (0.195) \end{gathered}$ | $\begin{aligned} & -0.063 \\ & (0.201) \end{aligned}$ |
| $\log$ (GDP p.c.) |  |  | $\begin{aligned} & -0.006 \\ & (0.136) \end{aligned}$ | $\begin{gathered} 0.083 \\ (0.169) \end{gathered}$ | $\begin{gathered} 0.168 \\ (0.164) \end{gathered}$ |
| $\log$ (Population / Area) |  |  |  | $\begin{gathered} -0.108^{* *} \\ (0.052) \end{gathered}$ | $\begin{aligned} & -0.072 \\ & (0.052) \end{aligned}$ |
| Share Catholics |  |  |  | $\begin{aligned} & -0.020 \\ & (0.237) \end{aligned}$ | $\begin{gathered} 0.014 \\ (0.238) \end{gathered}$ |
| Share Protestants |  |  |  | $\begin{gathered} 0.042 \\ (0.294) \end{gathered}$ | $\begin{gathered} 0.052 \\ (0.298) \end{gathered}$ |
| Share population 65+ |  |  |  | $\begin{aligned} & 6.882^{* * *} \\ & (1.610) \end{aligned}$ | $\begin{gathered} 7.406^{* * *} \\ (1.618) \end{gathered}$ |
| Share foreigners |  |  |  | $\begin{gathered} 2.296 \\ (1.702) \end{gathered}$ | $\begin{gathered} 2.175 \\ (1.732) \end{gathered}$ |
| $\log$ (Number of hospital beds) |  |  |  |  | $\begin{gathered} -0.136^{* * *} \\ (0.052) \end{gathered}$ |
| Pseudo R2 | 0.78 | 0.78 | 0.78 | 0.8 | 0.8 |
| Observations | 401 | 401 | 401 | 401 | 396 |
| , | $\begin{gathered} 4.521^{* * *} \\ (0.482) \end{gathered}$ | $\begin{gathered} 4.879^{* * *} \\ (0.538) \end{gathered}$ | $\begin{gathered} 4.879^{* * *} \\ (0.538) \end{gathered}$ | $\begin{gathered} 5.294^{* * *} \\ (0.594) \end{gathered}$ | $\begin{aligned} & 5.441^{* * *} \\ & (0.616) \end{aligned}$ |

Note: Constant not reported. Robust standard errors: ${ }^{*} \mathrm{p}<0.1 ;{ }^{* *} \mathrm{p}<0.05 ;{ }^{* * *} \mathrm{p}<0.01$.
robust. For example, increasing the number of beds by $10 \%$ in a county, lowers the case fatality rate by $0.074 \%$ points; ${ }^{32}$ the median CFR being $4.18 \%$.

### 5.3 Super-spreader Effects Over Time

So far, we have focused on examining a cross-section of the RKI database by running regressions on a snapshot of COVID-19's impact across counties as of May 9th, 2020. Now, we move towards analysing the time dimension as well. Our question here is: Did the role of super-spreader locations like Ischgl diminish over time? This is addressed clearly by Figure 2. It depicts the evolution of the 'daily distance elasticities' that are computed by repeatedly estimating our baseline specification for confirmed cases. To the extent that tourists returning from Ischgl explain an initial distribution of infections but subsequent mobility spreads the virus further, one would expect the measured elasticity to decline in absolute value. This corresponds to the proposition of our theoretical model. If the lockdown (phased in from March 9th to March 23rd) has been effective in restricting mobility, our model predicts that distance elasticity will remain highly negative as initial exposure continues to be important.

Strikingly, we observe distinct phases in the behaviour of the Ischgl elasticity that broadly corresponds with the timeline of Germany's lockdown. Over the initial period, this elasticity reduces in absolute value as individuals continue to be mobile. Once mobility is severely restricted with the imposition of a lockdown, it remains significantly different from zero, strongly negative and grows in absolute terms. Thus, distance from Ischgl is a relevant predictor of cases not just over varying specifications as pointed out in Table 2, but also over time. ${ }^{33}$

The same exercise is carried out for other control variables that were observed to be significant in Table 2 to construct Figure 3. It shows that the positive relationship between cases and testing capacity is consistent and statistically significant over time. In the case of population size, results are in alignment with the cross-sectional regression as elasticities remain close to 1 . How well does the baseline model explain the variation in cases across counties? As shown in Figure 4, the pseudo- $R^{2}$ is high and improves substantially with time up to 0.80 on March 25th, and has only slightly fallen from there. Again, if the infection would have spread geographically after the containment measures, we would expect a sizeable decline in $R^{2}$ from our model; however, we do not observe this pattern.

We conclude that restrictions in mobility after March 23rd have helped contain the virus imported from Ischgl in those counties where it first arrived.

[^13]Figure 2: Distance coefficents


Figure 3: Control variable coefficients


Figure 4: Pseudo- $\mathrm{R}^{2}$ by date of data


## 6 Counterfactual Scenario

The previous section described how the prevalence of infections in Germany is related to counties' geographic proximity to a super-spreader location such as Ischgl. To further gauge the impact of proximity to Ischgl on case counts, we now perform a simple back-of-the-envolope counterfactual exercise. We predict the number of confirmed cases were Ischgl located $1,134 \mathrm{~km}$ away from all counties, the distance at which the Kreis Vorpommern-Rügen, the northeastern-most county, is actually located from Ischgl. This assumes a situation in which no county is located close to the resort town, and hence simulates a situation in which fewer German tourists may have returned from their ski trip infected with the virus.

Figure 5: Predicted confirmed cases on May 9th vs. back-of-the-envelope counterfactual


Note: Map on the left-hand side shows predicted confirmed cases on May 9th, map on the right-hand side shows those predicted in counterfactual scenario for May 9th. The histogram to the very right shows the difference by latitude, binned by county.

Using the baseline negative binomial regression, we compare the predicted number of confirmed cases against the number of cases with the new, hypothetical location of Ischgl. The experiment leads to the total number of cases in Germany (as of May 9th) dropping from the predicted level of 172,135 to the counterfactual level of 89,261 i.e. a $48 \%$ reduction. This back-of-the-envelope calculation validates our prior findings and offers a compelling demonstration of the spatial aspects of virus transmission. Figure 5 below presents maps for the predicted and counterfactual scenarios, with a histogram that captures the differences in number of cases by latitude. The
south, in reality located relatively closely to Ischgl, would have seen far fewer cases.

## 7 Conclusion

This paper studies the geographical distribution of COVID-19 cases and fatalities across the 401 German counties. It tests the hypothesis that returning visitors from super-spreader locations like Ischgl, a popular ski resort in Tyrol, Austria, have played a major role in spreading the disease. Indeed, distance to Ischgl turns out to be an important predictor for case incidence rates, but not for case fatality rates. Were all German counties situated as far from Ischgl as the most distant county of Vorpommern-Rügen, Germany would have 48\% fewer COVID-19 cases. Distance to Ischgl does not become irrelevant over time, suggesting that lockdown measures have avoided further diffusion of the virus across German counties. In contrast, distances to other hotspots are unimportant.

Catholic culture, likely capturing local Carnival festivities in late February, appears to increase the number of cases while other socio-demographic determinants such as trade exposure to China, the share of foreigners, the age structure, GDP per capita, or a work-from-home index do not add any explanatory power. Case fatality rates increase strongly in the share of population above 65 years and fall in the number of available hospital beds.

We view our results as first evidence towards confirming the role of super-spreader locations for the diffusion of a pandemic. Additionally, we find evidence for the efficacy of the lockdown measures put in place in reducing the spread of the virus. Further improvements of the analysis will be possible as more data become available, for example on testing strategies at the countylevel.

## A Proof of proposition

Consider

$$
\begin{gathered}
\delta^{0}<\delta 1 \\
\Leftrightarrow \quad \frac{\partial I_{i}^{0}}{\partial D_{i}} \frac{D_{i}}{I_{i}^{0}}<\frac{\partial I_{i}^{1}}{\partial D_{i}} \frac{D_{i}}{I_{i}^{1}}
\end{gathered}
$$

Cancelling $D_{i}$, and applying the chain rule yields

$$
\frac{\partial I_{i}^{0}}{\partial D_{i}} \frac{1}{I_{i}^{0}}<\frac{\partial I_{i}^{1}}{\partial I_{i}^{0}} \frac{\partial I_{i}^{0}}{\partial D_{i}} \frac{1}{I_{i}^{1}}
$$

Dividing by $\frac{\partial I_{i}^{0}}{\partial D_{i}}$ flips the sign because it is negative, yielding

$$
\begin{equation*}
\frac{I_{i}^{1}}{I_{i}^{0}}>\frac{\partial I_{i}^{1}}{\partial I_{i}^{0}} \tag{4}
\end{equation*}
$$

We now turn to equation (1) that describes the number of new infections in county $i$ in period 1 :

$$
\begin{equation*}
I_{i}^{1}=I_{i}^{0}+\left(1-\iota_{i}^{0}\right) M_{i i} \iota_{i}^{0}+2\left(1-\iota_{i}^{0}\right) \sum_{j \neq i} M_{j i} \iota_{j}^{0} \tag{5}
\end{equation*}
$$

Dividing by $I_{i}^{0}$ gives us the left-hand side of condition (4)

$$
\begin{equation*}
\frac{I_{i}^{1}}{I_{i}^{0}}=1+\left(1-\iota_{i}^{0}\right) \frac{M_{i i}}{P_{i}}+2 \frac{1-\iota_{i}^{0}}{P_{i}} \sum_{j \neq i} \frac{M_{i j}}{P_{i}} \iota_{j}^{0} \tag{6}
\end{equation*}
$$

Taking the derivative of (5) with respect to $I_{i}^{0}$ yields

$$
\begin{equation*}
\frac{\partial I_{i}^{1}}{\partial I_{i}^{0}}=1+\left(1-\iota_{i}^{0}\right) \frac{M_{i i}}{P_{i}}-\frac{M_{i i}}{P_{i}} \iota_{i}^{0}-2 \sum_{j \neq i} \frac{M_{i j}}{P_{i}} \iota_{j}^{0} \tag{7}
\end{equation*}
$$

Inserting equations (7) and (6) into condition (4) and rearranging yields

$$
\begin{aligned}
1+\left(1-\iota_{i}^{0}\right) \frac{M_{i i}}{P_{i}}+2 \frac{1-\iota_{i}^{0}}{\iota_{i}^{0}} \sum_{j \neq i} \frac{M_{i j}}{P_{i}} \iota_{j}^{0} & >1+\left(1-\iota_{i}^{0}\right) \frac{M_{i i}}{P_{i}}-\frac{M_{i i}}{P_{i}} \iota_{i}^{0}-2 \sum_{j \neq i} \frac{M_{i j}}{P_{i}} \iota_{j}^{0} \\
2 \frac{1-\iota_{i}^{0}}{\iota_{i}^{0}} \sum_{j \neq i} M_{i j} \iota_{j}^{0} & >-M_{i i} \iota_{i}^{0}-2 \sum_{j \neq i} M_{i j} \iota_{j}^{0} \\
2 \frac{1}{I_{i}^{0}} \sum_{j \neq i} M_{i j} \iota_{j}^{0} & >-\frac{M_{i i}}{P_{i}} \iota_{i}^{0}
\end{aligned}
$$

Since the left side is always positive, and the right side is always negative, this proves that $\delta^{0}<\delta^{1}$.

## B Robustness checks

In this appendix, we perform a number of robustness checks to determine whether distance elasticities are sensitive to variable definitions or model choice. In all prior regressions, we used continuous measures of distance. However, we can divide the measure into bins in order to test whether the relationship between case counts and distance from Ischgl is non-linear. We therefore alter our baseline specification by introducing a series of dummies for the various deciles of road distance to Ischgl. The estimated coefficients then capture cases relative to the first decile i.e. relative to counties that are nearest to Ischgl. Figure 6 below plots this sequence of coefficients and reveals a close to linear relationship. To explain with an example, counties belonging to the 10th decile that are farthest away from Ischgl have approximately $0.5 \%$ fewer cases in comparison to the reference group of counties closest to Ischgl.

Table 4 below compares our baseline negative binomial specification for confirmed cases in column (1) with regressions that employ alternative measures of distance. We find that Ischgl dominates over Heinsberg and Mulhouse as a super-spreader location even when switching from road distance to travel time. The results for other controls closely follow the pattern observed in Table 2. While the elasticities on population size, testing and share of Catholics are highly significant and comparable across specifications, the coefficients on other demographic and economic factors remain largely insignificant. There in no marked improvement in the model's Pseudo $R^{2}$ either when estimating with alternative definitions of distance. Switching to a great circle distance, which should not matter for the spread of the disease, yields a much smaller and statistically insignificant elasticity. Note that now relative latitude to Ischgl has a negative, albeit statistically insignificant coefficient, as it is highly collinear to the great circle distance. All other coefficients remain largely unchanged.

Table 4: Robustness check: Distance measure

|  | Dependent variable: |  |  |
| :---: | :---: | :---: | :---: |
|  | Number of confirmed cases |  |  |
|  | (1) | (2) | (3) |
| $\log$ (Population) | $\begin{gathered} 1.074^{* * *} \\ (0.053) \end{gathered}$ | $\begin{aligned} & \hline 1.076^{* * *} \\ & (0.055) \end{aligned}$ | $\begin{gathered} 1.050^{* * *} \\ (0.054) \end{gathered}$ |
| $\log$ (Number of tests) | $\begin{gathered} 0.183^{* * *} \\ (0.044) \end{gathered}$ | $\begin{gathered} 0.189^{* * *} \\ (0.045) \end{gathered}$ | $\begin{gathered} 0.204^{* * *} \\ (0.045) \end{gathered}$ |
| $\log$ (Distance to Ischgl) | $\begin{gathered} -0.877^{* * *} \\ (0.296) \end{gathered}$ | $\begin{gathered} -0.815^{* * *} \\ (0.250) \end{gathered}$ | $\begin{aligned} & -0.150 \\ & (0.208) \end{aligned}$ |
| $\log$ (Distance to Heinsberg) | $\begin{aligned} & -0.081 \\ & (0.092) \end{aligned}$ | $\begin{aligned} & -0.043 \\ & (0.155) \end{aligned}$ | $\begin{aligned} & -0.037 \\ & (0.109) \end{aligned}$ |
| $\log$ (Distance to Mulhouse) | $\begin{aligned} & -0.088 \\ & (0.112) \end{aligned}$ | $\begin{aligned} & -0.092 \\ & (0.128) \end{aligned}$ | $\begin{gathered} 0.001 \\ (0.108) \end{gathered}$ |
| $\log$ (Latitude) | $\begin{gathered} 0.208 \\ (0.235) \end{gathered}$ | $\begin{gathered} 0.081 \\ (0.179) \end{gathered}$ | $\begin{aligned} & -0.239 \\ & (0.194) \end{aligned}$ |
| $\log$ (Population / Area) | $\begin{aligned} & -0.004 \\ & (0.047) \end{aligned}$ | $\begin{aligned} & 0.0001 \\ & (0.048) \end{aligned}$ | $\begin{aligned} & -0.003 \\ & (0.049) \end{aligned}$ |
| Share of Catholics | $\begin{aligned} & 0.747^{* *} \\ & (0.295) \end{aligned}$ | $\begin{aligned} & 0.825^{* *} \\ & (0.336) \end{aligned}$ | $\begin{aligned} & 0.767^{* *} \\ & (0.323) \end{aligned}$ |
| Share of Protestants | $\begin{gathered} 0.183 \\ (0.253) \end{gathered}$ | $\begin{gathered} 0.164 \\ (0.263) \end{gathered}$ | $\begin{gathered} 0.207 \\ (0.263) \end{gathered}$ |
| Share of 65+ | $\begin{aligned} & -0.752 \\ & (2.227) \end{aligned}$ | $\begin{aligned} & -0.570 \\ & (2.253) \end{aligned}$ | $\begin{aligned} & -1.161 \\ & (2.313) \end{aligned}$ |
| Share of Foreigners | $\begin{aligned} & -0.783 \\ & (1.151) \end{aligned}$ | $\begin{aligned} & -0.652 \\ & (1.192) \end{aligned}$ | $\begin{aligned} & -0.770 \\ & (1.196) \end{aligned}$ |
| $\log$ (GDP p.c.) | $\begin{gathered} 0.062 \\ (0.122) \end{gathered}$ | $\begin{gathered} 0.043 \\ (0.122) \end{gathered}$ | $\begin{gathered} 0.061 \\ (0.121) \end{gathered}$ |
| Work-from-Home Index | $\begin{gathered} 1.168 \\ (1.205) \end{gathered}$ | $\begin{gathered} 1.015 \\ (1.205) \end{gathered}$ | $\begin{gathered} 1.351 \\ (1.246) \end{gathered}$ |
| $\log$ (China Trade) | $\begin{aligned} & -0.004 \\ & (0.069) \end{aligned}$ | $\begin{gathered} 0.005 \\ (0.069) \end{gathered}$ | $\begin{gathered} 0.039 \\ (0.068) \end{gathered}$ |
| Distance measure | Road | Travel time | Great circle |
| Pseudo R2 | 0.76 | 0.75 | 0.75 |
| Observations | 401 | 401 | 401 |
| $\theta$ | $\begin{gathered} 4.378^{* * *} \\ (0.306) \end{gathered}$ | $\begin{gathered} 4.322^{* * *} \\ (0.302) \end{gathered}$ | $\begin{gathered} 4.237^{* * *} \\ (0.296) \end{gathered}$ |

Note: Constant not reported. Robust standard errors: ${ }^{*} \mathrm{p}<0.1 ;{ }^{* *} \mathrm{p}<0.05$; ${ }^{* * *} \mathrm{p}<0.01$

Figure 6: Robustness check: Distance coefficient by decile


The following robustness checks relate to the choice of the dependent variable and the estimation strategy. In Table 5, we move towards analysing CIR as opposed to the number of cases. With CIR as our outcome variable, we are now no longer in a count-model and can estimate regressions with simple OLS. Consistent with prior findings, we observe that distance to Ischgl is a significant predictor for infections. In a similar vein, we move from count models for fatalities in Table 3 to estimating OLS regressions for CFR in Table 6. This change does not undermine our main results. While testing capacity and share of the elderly influence CFR, distances of counties from super-spreader locales do not.

Table 5: Case Incidence Rate, OLS Regressions

|  | Dependent variable: |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Number of confirmed cases / Population x 100.000 |  |  |  |  |
|  | (1) | (2) | (3) | (4) | (5) |
| Number of tests | $\begin{gathered} \hline 0.090^{* * *} \\ (0.008) \end{gathered}$ | $\begin{gathered} 0.056^{* * *} \\ (0.008) \end{gathered}$ | $\begin{gathered} 0.050^{* * *} \\ (0.009) \end{gathered}$ | $\begin{gathered} 0.043^{* * *} \\ (0.009) \end{gathered}$ | $\begin{gathered} 0.042^{* * *} \\ (0.010) \end{gathered}$ |
| $\log$ (Distance to Ischgl) |  | $\begin{gathered} -0.134^{* * *} \\ (0.018) \end{gathered}$ | $\begin{gathered} -0.158^{* *} \\ (0.073) \end{gathered}$ | $\begin{gathered} -0.148^{* *} \\ (0.075) \end{gathered}$ | $\begin{gathered} -0.146^{*} \\ (0.081) \end{gathered}$ |
| $\log$ (Distance to Heinsberg) |  |  | $\begin{aligned} & -0.025 \\ & (0.021) \end{aligned}$ | $\begin{aligned} & -0.013 \\ & (0.030) \end{aligned}$ | $\begin{aligned} & -0.016 \\ & (0.030) \end{aligned}$ |
| $\log$ (Distance to Mulhouse) |  |  | $\begin{gathered} 0.015 \\ (0.029) \end{gathered}$ | $\begin{gathered} 0.010 \\ (0.034) \end{gathered}$ | $\begin{gathered} 0.010 \\ (0.036) \end{gathered}$ |
| $\log$ (Latitude) |  |  | $\begin{aligned} & -0.003 \\ & (0.058) \end{aligned}$ | $\begin{gathered} 0.021 \\ (0.069) \end{gathered}$ | $\begin{gathered} 0.019 \\ (0.074) \end{gathered}$ |
| $\log$ (Population / Area) |  |  |  | $\begin{aligned} & -0.011 \\ & (0.009) \end{aligned}$ | $\begin{gathered} -0.019^{*} \\ (0.011) \end{gathered}$ |
| Share of Catholics |  |  |  | $\begin{gathered} 0.103 \\ (0.076) \end{gathered}$ | $\begin{gathered} 0.111 \\ (0.078) \end{gathered}$ |
| Share of Protestants |  |  |  | $\begin{aligned} & -0.024 \\ & (0.045) \end{aligned}$ | $\begin{aligned} & -0.018 \\ & (0.044) \end{aligned}$ |
| Share of 65+ |  |  |  | $\begin{aligned} & -0.174 \\ & (0.465) \end{aligned}$ | $\begin{aligned} & -0.074 \\ & (0.489) \end{aligned}$ |
| Share of Foreigners |  |  |  | $\begin{gathered} 0.164 \\ (0.219) \end{gathered}$ | $\begin{gathered} 0.100 \\ (0.234) \end{gathered}$ |
| $\log$ (GDP p.c.) |  |  |  |  | $\begin{gathered} 0.012 \\ (0.029) \end{gathered}$ |
| Work-from-Home Index |  |  |  |  | $\begin{gathered} 0.273 \\ (0.245) \end{gathered}$ |
| $\log$ (China Trade) |  |  |  |  | $\begin{aligned} & -0.001 \\ & (0.016) \end{aligned}$ |
| Observations | 401 | 401 | 401 | 401 | 401 |
| $\mathrm{R}^{2}$ | 0.247 | $0.354$ | 0.361 | 0.382 | 0.385 |

Note: Constant not reported. Robust standard errors: ${ }^{*} \mathrm{p}<0.1 ;{ }^{* *} \mathrm{p}<0.05 ;{ }^{* * *} \mathrm{p}<0.01$.

Table 6: Case Fatality Rate, OLS Regressions

|  | Dependent variable: |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Number of deaths / Confirmed cases 18 days ago |  |  |  |  |
|  | (1) | (2) | (3) | (4) | (5) |
| Log(Lagged Number of confirmed cases) | $\begin{gathered} 1.355^{* * *} \\ (0.319) \end{gathered}$ | $\begin{gathered} 1.825^{* * *} \\ (0.371) \end{gathered}$ | $\begin{gathered} 1.825^{* * *} \\ (0.368) \end{gathered}$ | $\begin{gathered} 2.120^{* * *} \\ (0.366) \end{gathered}$ | $\begin{gathered} 2.089^{* * *} \\ (0.361) \end{gathered}$ |
| $\log$ (Population) | $\begin{gathered} -1.737^{* * *} \\ (0.383) \end{gathered}$ | $\begin{gathered} -2.295^{* * *} \\ (0.442) \end{gathered}$ | $\begin{gathered} -2.295^{* * *} \\ (0.445) \end{gathered}$ | $\begin{gathered} -2.378^{* * *} \\ (0.479) \end{gathered}$ | $\begin{gathered} -1.807^{* * *} \\ (0.522) \end{gathered}$ |
| $\log$ (Number of tests) | $\begin{aligned} & -0.028 \\ & (0.223) \end{aligned}$ | $\begin{gathered} 0.176 \\ (0.244) \end{gathered}$ | $\begin{gathered} 0.176 \\ (0.245) \end{gathered}$ | $\begin{gathered} 0.403 \\ (0.279) \end{gathered}$ | $\begin{gathered} 0.274 \\ (0.279) \end{gathered}$ |
| $\log$ (Distance to Ischgl) |  | $\begin{gathered} 1.572 \\ (1.515) \end{gathered}$ | $\begin{gathered} 1.572 \\ (1.561) \end{gathered}$ | $\begin{gathered} 1.056 \\ (1.562) \end{gathered}$ | $\begin{gathered} 1.777 \\ (1.612) \end{gathered}$ |
| $\log$ (Distance to Heinsberg) |  | $\begin{aligned} & 0.533^{* *} \\ & (0.216) \end{aligned}$ | $\begin{aligned} & 0.533^{* *} \\ & (0.216) \end{aligned}$ | $\begin{gathered} 0.435^{*} \\ (0.241) \end{gathered}$ | $\begin{gathered} 0.377 \\ (0.249) \end{gathered}$ |
| $\log$ (Distance to Mulhouse) |  | $\begin{aligned} & -0.281 \\ & (0.452) \end{aligned}$ | $\begin{aligned} & -0.281 \\ & (0.473) \end{aligned}$ | $\begin{aligned} & -0.660 \\ & (0.571) \end{aligned}$ | $\begin{aligned} & -0.517 \\ & (0.592) \end{aligned}$ |
| $\log$ (Latitude) |  | $\begin{gathered} 0.114 \\ (1.019) \end{gathered}$ | $\begin{gathered} 0.114 \\ (1.037) \end{gathered}$ | $\begin{gathered} 0.827 \\ (1.108) \end{gathered}$ | $\begin{gathered} 0.279 \\ (1.141) \end{gathered}$ |
| $\log$ (GDP p.c.) |  |  | $\begin{aligned} & 0.0004 \\ & (0.738) \end{aligned}$ | $\begin{gathered} 0.437 \\ (0.958) \end{gathered}$ | $\begin{gathered} 1.034 \\ (1.033) \end{gathered}$ |
| $\log$ (Population / Area) |  |  |  | $\begin{gathered} -0.574^{* *} \\ (0.279) \end{gathered}$ | $\begin{aligned} & -0.389 \\ & (0.264) \end{aligned}$ |
| Share catholics |  |  |  | $\begin{aligned} & -0.607 \\ & (1.201) \end{aligned}$ | $\begin{aligned} & -0.619 \\ & (1.221) \end{aligned}$ |
| Share protestants |  |  |  | $\begin{aligned} & -0.481 \\ & (1.491) \end{aligned}$ | $\begin{aligned} & -0.531 \\ & (1.514) \end{aligned}$ |
| Share population 65+ |  |  |  | $\begin{gathered} 38.036^{* * *} \\ (9.454) \end{gathered}$ | $\begin{gathered} 40.848^{* * *} \\ (9.650) \end{gathered}$ |
| Share foreigners |  |  |  | $\begin{aligned} & 14.963 \\ & (9.478) \end{aligned}$ | $\begin{aligned} & 13.939 \\ & (9.580) \end{aligned}$ |
| $\log$ (Number of hospital beds) |  |  |  |  | $\begin{gathered} -0.778^{* *} \\ (0.314) \end{gathered}$ |
| Observations | 401 | 401 | 401 | 401 | 396 |
| $\mathrm{R}^{2}$ | 0.097 | 0.119 | 0.119 | 0.175 | 0.183 |

Note: Constant not reported. Robust standard errors: ${ }^{*} \mathrm{p}<0.1 ;{ }^{* *} \mathrm{p}<0.05 ;{ }^{* * *} \mathrm{p}<0.01$.
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[^1]:    ${ }^{1}$ See e.g. https://ourworldindata.org/coronavirus-data.
    ${ }^{2}$ See https://experience.arcgis.com/experience/478220a4c454480e823b17327b2bf1d4/page/page_1/.
    ${ }^{3}$ Strictly speaking, in Germany there are 294 so called 'Landkreise' (rural counties) and 107 'kreisfreie Städte' (cities not belonging to any 'Kreis').
    ${ }^{4}$ See https://www.rki.de/DE/Content/InfAZ/N/Neuartiges_Coronavirus/Fallzahlen.html.
    ${ }^{5}$ Case incidence rate (CIR) is defined as the number of infected individuals divided by population size.
    ${ }^{6}$ Case fatality rate (CFR) is defined as the number of confirmed deaths divided by the number of confirmed cases.
    ${ }^{7}$ See e.g. "A Corona Hotspot in the Alps Spread Virus Across Europe", March 31st, 2020, Der Spiegel (https://www.spiegel.de/international/world/ischgl-austria-a-corona-hotspot-in-the-alps-spread-virus-across-europe-a-32b17b76-14df-4f37-bfcf-39d2ceee92ec).

[^2]:    ${ }^{8}$ Carnival is a typical Catholic tradition. The German South and South-West are predominantly Catholic, the North and North-East predominantly Protestant, but there is substantial variation within those regions as well.
    ${ }^{9}$ Figures as of May 8th, 2020

[^3]:    ${ }^{10}$ World Economic Outlook, April 2020.

[^4]:    ${ }^{11}$ See "How an Austrian ski paradise became a COVID-19 hotspot", March 20th, 2020, Eurac-tiv,(https://www.euractiv.com/section/coronavirus/news/ischgl-oesterreichisches-skiparadies-als-corona-hotspot/)
    ${ }^{12}$ See "Austrian Ski Region Global Hotspot for Epidemic", March 19th, 2020, Financial Times, (https://www.ft.com/content/e5130f06-6910-11ea-800d-da70cff6e4d3)
    ${ }^{13}$ See e.g. "Special Report: Five days of worship that set a virus time bomb in France", March 30th, 2020, Reuters, (https://www.reuters.com/article/us-health-coronavirus-france-church-spec/special-report-five-days-of-worship-that-set-a-virus-time-bomb-in-france-idUSKBN21H0Q2)

[^5]:    ${ }^{14}$ The underlying intuition being that a person is less likely to visit Ischgl when the road distance is greater.
    ${ }^{15}$ For simplicity we assume there is no mobility outside of Germany.
    ${ }^{16}$ Note that one could assume gravity-type micro-foundations with frictions to interactions between $i$ and $j$, e.g. à la Anderson (2011).

[^6]:    ${ }^{17}$ Essentially, the spatial distribution of counties, mobility costs between them, and their population sizes are assumed to be independent of the counties' distance to Ischgl.
    ${ }^{18}$ As frequently observed with negative binomial models, as in our exercise, it does not matter substantially whether dispersion is assumed constant across observations (NB-1 model) or is a function of the expected mean (NB-2 model).

[^7]:    ${ }^{19}$ The RKI data have been criticized for inaccurate timing of reported cases. For example, there are differences between weekends and weekdays. Since we do not exploit daily variation in cases, our estimations should be largely free from this problem. Besides these issues, German administrative data are generally perceived as being of high quality.
    ${ }^{20}$ As of December 31st, 2017.

[^8]:    ${ }^{21}$ The measure is constructed from national sector-level import and export data and regional sector-level employment shares.
    ${ }^{22}$ For this reason, we can interpret the coefficients in our regressions as also measuring the effect on the log CIR of counties.

[^9]:    Note: Constant not reported. Robust standard errors: ${ }^{*} \mathrm{p}<0.1 ;{ }^{* *} \mathrm{p}<0.05 ;{ }^{* * *} \mathrm{p}<0.01$.

[^10]:    ${ }^{23}\left(1.1^{0.441}-1\right) \times 279=11.98$; adding further covariates reduces the importance of tests by about half.
    ${ }^{24}$ If latitude is included in specification (1), its coefficient is observed to be negative (coefficient of -0.45 ) and highly statistically significant; if distance to Ischgl is added (without the distances to other super-spreader locations, the coefficient on latitude remains negative but turns statistically insignificant while distance to Ischgl appears significant (with a coefficient of -0.40 ).
    ${ }^{25} 100 \% \times\left[(935 / 190)^{-0.923}-1\right]=-77 \%$. In fact, Hamburg has about $20 \%$ fewer infections, but $24 \%$ more population.

[^11]:    ${ }^{26}[\exp (0.723 \times 0.86)-1] \times 100 \%=86 \%$. The case incidence rate is $0.10 \%$ in Weimar and $0.24 \%$ in Freyung-Grafenau.
    ${ }^{27}$ Table 4 column (2) in the Appendix uses travel time instead of road distance as a measure of distance; the pseudo $-R^{2}$ goes down slightly, but our main results remain intact. Importantly, when distance variables are constructed using great circle distances, distance to Ischgl is no longer statistically significant, but log latitude changes sign and becomes large in absolute value. This is not surprising, as latitude almost perfectly predicts geodesic distance to Ischgl (coefficient of correlation $\rho=0.989$ ); latitude highly correlates to travel time, too, but the $\rho$ is somewhat lower at 0.972. We view this as supportive of our identification strategy which relies on road distance conditional on latitude.
    ${ }^{28}$ As noted above, Verity et al., 2020 find that the average time between a confirmed infection and a death is approximately 18 days.

[^12]:    ${ }^{29}$ Note that, in the robustness checks (CFR model) presented in Table 6 distance to Ischgl is never statistically significant.
    ${ }^{30} \exp [6.882 \times(0.29-0.15)]-1$.
    ${ }^{31} 1.1^{-0.136}-1$.

[^13]:    ${ }^{32}-0.778 \times \ln (1.1)$.
    ${ }^{33}$ The Mulhouse elasticity is never statistically significant whereas the Heinsberg elasticity becomes statistically insignificant by March 28th.

