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1 Introduction

The relationship between monetary policy in the United States (US) and asset prices has recently

attracted the attention of economists. The relationship has already captured momentum at a

national level since understanding the responsiveness of US asset prices to US monetary policy

allows policymakers and market participants to build appropriate models for the distribution

of risk bearing. In a world of financially interconnected markets, a relationship between US

monetary policy and international asset prices may also exist. In this context, international

asset prices may presumably respond not only to their domestic monetary policy shocks but

also to US monetary policy shocks. This suggests that monetary policy authorities around the

world would be able to take better decisions if they have an accurate understanding of the

response of their asset markets to a monetary shock in the US. For instance, it would allow

policy makers to devise coherent and coordinated risk management strategies in light of adverse

contagion effects that may arise from international financial crises.

In this article we contribute to the understanding of the empirical relationship between US

monetary policy and international equity, bond and real estate security markets for the sample

period 01/1994 to 12/2007. Our empirical analysis is based on the recent methodology of

Identification through Heteroskedasticity (IH) proposed by Rigobon and Sack (2004) as well the

more time-honored Event Study (ES) approach in a heterogeneous panel framework. We argue

that a US monetary policy shock might have different influences on international asset markets

(e.g. due to financial integration, distance, distinct monetary policy frameworks, prudential

rules, etc), thus, it is preferable to assume heterogeneity in the relationship and estimate the

aggregate impact accordingly.

Previous studies have not focused on analyzing the impact of US monetary policy on inter-

national asset prices using recursive estimation at the panel dimension. In this study we propose

recursive analysis to understand whether the aggregate impact and the ‘goodness of fit’ of US

monetary policy is time-varying across international asset markets. The latter approach is in

line with recent empirical and theoretical evidence that international market integration may

be time-varying (Bekaert and Harvey, 1995; DeRoon and DeJong, 2005; Pavlova and Rigobon,
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2009; Pachenko and Wu, 2009). Moreover, it is also plausible that monetary policy shocks may

have asymmetric effects on asset markets due to a much larger impact during bear markets,

recessions or times of tight credit market conditions (Chen, 2007; Basistha and Kurov, 2008).

From an econometric perspective, recursive analysis via heterogeneous panels may also safe-

guard the analyst against structural changes present in the data and, thus, prevent her from

arriving at spurious conclusions that may arise from single markets or fixed time periods.

It is also noteworthy that the empirical relationship between asset prices and monetary

policy has been mostly analyzed with respect to equity and bond markets while leaving aside

real estate security markets. The importance of understanding the behavior of real estate assets

can be induced from the fact that total real estate accounts for about half of the world’s wealth

(Corgel et al., 2000). We partially try to overcome the general lack of attention to the latter

asset class by accounting for indices of real estate securities at the country level. Moreover,

studies that analyze the empirical relationship between monetary policy and bond markets

have focused almost exclusively on bond yields as opposed to long term bond returns (Rigobon

and Sack, 2004; Ehrmann et al., 2005; Hausman and Wongswan, 2006). In this study we use

long term bond market indices to shed light on the empirical relationship between long term

bond returns (i.e. changes in log bond prices) and US monetary policy shocks.

The empirical nature of our approach originates from the absence of a broad consensus on

the stylized facts of the relationship between asset prices and monetary policy. The difficulty in

arriving to such a consensus stems from the fact that, already at national level, the relationship

may well depend on the specification of the model used, and in some cases, it is not transparent

whether targeting asset prices may have desirable effects (Bernanke and Woodford, 1997; Bullard

and Schaling, 2002; Geromichalos et al., 2007). Moreover, if the central bank’s goal is price

stability, and this is interpreted as stability of the price of current consumption, as opposed to

stability of the price of current vs. future consumption, there might be no reason for a central

bank to influence asset prices. Focusing on asset prices when setting monetary policy might be

only relevant to the extent that they may signal inflationary or deflationary pressures (Bernanke

and Gertler, 2000, 2004). On the other hand, other studies suggest that an active reaction of

the monetary authority to asset price developments may help prevent bubbles and could even
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be welfare improving (Cecchetti et al., 2000; Carlstrom and Fuerst, 2007).

Asset prices should theoretically play, nevertheless, a major role as providers of valuable

information on expectations about future discount factors, which suggests that they may have

an empirical relationship with the monetary policy rate (Campbell and Shiller, 1987, 1988;

Vickers, 1999). Indeed, recent studies have identified a significant response of US asset markets

to US monetary policy shocks (Cochrane and Piazessi, 2002; Rigobon and Sack, 2004). The

significant impact of monetary policy on equity prices could be explained by the effect of re-

visions on forecasted equity risk premia (Bernanke and Kuttner, 2005). It can also be argued

that changes in asset prices and changes in the short-term interest rate can affect each other

contemporaneously via channels such as through expectations of the future output path and

inflation (Rigobon and Sack, 2002; Chadha et al., 2004).

The empirical evidence of the relationship between asset prices and monetary policy found

for the US suggests that in a world of highly interconnected financial markets, monetary shocks

that affect US asset prices could also affect international asset prices. For instance, foreign

investors who hold US assets will be affected by US monetary policy shocks which could in

turn affect their investment decisions with respect to foreign and domestic assets. However,

while central banks still hold control over inflation, long term bond prices and equity prices

are determined by global supply and demand forces (Rogoff, 2006; Bernanke, 2007). Thus,

it is not obvious whether (growing) financial integration can strengthen or weaken the effects

of monetary policy on asset prices at home or abroad. This issue is of particular importance

since capital market rates are one of the most important channels through which monetary

policy makers may influence the real economy and inflationary pressures. Therefore, a clearer

understanding of the effect of US monetary policy on international asset prices can improve

the view on how monetary authorities worldwide could coordinate actions to influence asset

markets when necessary.

The relationship between US or domestic monetary policy and international asset prices

has already been analyzed but following different empirical approaches. It has been found that

international equity prices react negatively in response to interest rate surprises by the US

monetary authority, and that the response’s variation is mainly related to financial integration
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with the US (Wongswan, 2005; Hausman and Wongswan, 2006). Moreover, it seems that asset

prices react strongest to domestic monetary policy shocks but that there are also substantial

international spillovers between money, bond, equity markets and exchange rates within and

between the US and the Euro area (Ehrmann et al., 2005). The evidence on the relationship

between monetary policy and asset prices in countries like the United Kingdom (UK), Japan

and the European Union (EU) is tenuous particularly in periods after the 1990s (Furlanetto,

2008). Nevertheless, there is recent evidence that certain equity markets in the EU react

significantly to monetary surprises of the European Central Bank (ECB) (Bohl et al., 2008).

The latter findings suggest that the impact of US (domestic) monetary shocks across (within)

border might be country dependent as well as time dependent.

In this study we shed light on the heterogeneity and time dependence of the impact of US

monetary policy on international asset markets. To preview some of our main results we find

that: (i) the equity markets of Mexico and Canada have a statistically significant response to

US monetary shocks hinting at a proximity effect, (ii) the estimated impact of US monetary

policy is heterogeneous across countries but statistically significant at the aggregate level in

equity and bond markets and (iii) the aggregate impact (in absolute terms) and the ‘goodness

of fit’ of US monetary policy on international equity and real estate security markets seems to

be increasing over time.

The paper is organized as follows. Section 2 presents the empirical specification analyzed.

Section 3 describes the dataset and the econometric methodology used. Section 4 discusses the

results of the study. Section 5 concludes with some final remarks.

2 The model

This section presents a baseline model to analyze the empirical relationship between US mon-

etary policy and international asset prices. US monetary policy is taken as the US Federal

Reserve’s decisions to change the US short term interest rate (US STIR henceforth). In what

follows let equity price Ps,t be the price of a domestic all-share equity portfolio at time t. Bond
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price Pb,t is defined as the price of a domestic long-term government bond. Real estate price Ph,t

is defined as the price of a domestic portfolio of real estate securities. Moreover, let r∗t denote

the US STIR. To save on notation, we employ Pt = P•,t henceforth to refer to asset • = s, h, b

and P ∗
t = P ∗

•,t to refer to the US counterpart of asset • = s, h, b. The empirical relationship

between US monetary policy and international asset prices is expressed as

∆pt = α∆r∗t + φ′xt + zt + ηt, (1)

where ∆pt = ln Pt−lnPt−1 is the (log) return of the domestic asset, ∆r∗t = r∗t−r∗t−1 is the change

in the US STIR, xt is a k×1 vector of predetermined variables, zt is an exogenous shock and ηt

is the shock to the asset price. The vector xt could contain, for instance, dynamics of ∆pt and

∆r∗t , equilibrium relationships, exchange return dynamics, inflation dynamics, etc. The variable

zt could capture conditions such as changes in risk preferences, changes in sentiment, liquidity

shocks and macroeconomic shocks not captured by xt (Rigobon and Sack, 2002). In addition,

we could expect a-priori a negative value for α in the case of equity prices and real estate

security prices since such asset classes should have a negative relationship with discount rates

(Campbell and Shiller, 1987, 1988). However, the direction of the relationship between long

term bond prices and interest rates is not clear-cut because revisions in expected risk-adjusted

bond returns and expected inflation may have offsetting effects (Campbell and Ammer, 1993).

The estimation of (1) faces two major challenges. On the one hand, for certain countries,

the variables ∆pt and ∆r∗t could be characterized as endogenous since (log) international asset

price changes may be affected by changes in the US STIR and vice-versa. To see this, we

may note that in a world of integrated financial markets, we could expect from the relationship

∆r∗t → ∆pt, for instance, the causality ∆pt → ∆p∗t (Ehrmann et al., 2005) and thus ∆p∗t → ∆r∗t

(Rigobon and Sack, 2002, 2004; Chadha et al., 2004) where ∆p∗t = lnP ∗
t − lnP ∗

t−1. In this set

up, if ∆r∗t is endogenous then the OLS estimate of α will be biased. On the other hand, the

omission of the variables in xt or zt constitutes a severe problem, given that these variables

also carry important information that characterize the relationship between international asset

prices and US monetary policy. Therefore, a careful identification strategy has to be employed.
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Borrowing from Rigobon and Sack (2002, 2004), the following bivariate system of equations

is considered to characterize the relationship between ∆pt and ∆r∗t as well as the macroeconomic

variable(s) in xt:

∆r∗t = β∆pt + φ′1xt + θzt + εt, (2)

∆pt = α∆r∗t + φ′2xt + zt + ηt, (3)

where εt is the monetary policy shock, and zt is supposed as a common shock. The shocks εt

and ηt are assumed to have no serial correlation and to be independent with each other and

with the common shock zt (Rigobon and Sack (2002, 2004)). Equations (2) and (3) cannot be

estimated consistently using OLS due to the presence of simultaneous equations and omitted

variables. For instance, in a simpler scenario of φ1 = φ2 = 0, if OLS is used to estimate (3),

then it can be shown that one would obtain simultaneity bias if β 6= 0 and σ2
η > 0 and omitted

variables bias if θ 6= 0 and σ2
z > 0 where σ2

• is used to denote the variance of • = η, z. The

system of equations in (2) and (3) can also be expressed in reduced form:

yt = υt + ut, (4)

where yt = (∆r∗t ,∆pt)′, ut = (u1t, u2t)′ and υt = Γxt defines the time-varying mean where Γ is

a 2 × k matrix of reduced form parameters attached to xt. The reduced form residuals in ut

contain the contemporaneous parameters of interest, i.e. u1t = (1− αβ)−1[(β + θ)zt + βηt + εt]

and u2t = (1− αβ)−1[(1 + αθ)zt + ηt + αεt].

The main parameter under inspection is α which can be estimated consistently by the IH

approach introduced in Rigobon (2003) and extended in other empirical studies of monetary

policy (cf. Normandin and Phaneuf (2004), Lane and Lutkepohl (2009)). In our context, IH

consists in looking at changes in the co-movements of the US STIR and international asset prices

when the variance of one of the shocks in the system is known to shift while the parameters of

equations (2) and (3) are assumed to remain stable. Following Rigobon and Sack (2004), we

use two sub-samples, F (‘policy dates’) and F̃ (‘non-policy dates’). It can be shown that the
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assumptions

σ2
ε,F > σ2

ε,F̃
, σ2

η,F = σ2
η,F̃

, σ2
z,F = σ2

z,F̃
, (5)

on the variances of the shocks must hold for the IH estimator to be consistent. These conditions

imply that the importance of policy shocks is larger in the subsample F . An important point is

that the variance of the policy shock must not become infinitely large, but only increase relative

to the variances of other periods preceding or following the shock. One may use, for instance,

days of the US Federal Open Market Committee (FOMC) meeting and of the Chairman’s semi-

annual monetary policy testimony to the US Congress (so-called Humphrey Hawkins Report) to

identify circumstances in which the conditions (5) are plausible (cf. Rigobon and Sack (2004)).

Let ΩF = E[[u1t u2t]′ · [u1t u2t]|t ∈ F ] and ΩF̃ = E[[u1t u2t]′ · [u1t u2t]|t ∈ F̃ ]. The analytical

expression for the difference in the latter covariance matrices under the assumptions in (5) can

be shown to satisfy:

ΩD = ΩF − ΩF̃ = λ

 1 α

α α2

 , (6)

with λ = (σ2
ε,F − σ2

ε,F̃
)(1− αβ)−2. Thus, α can be identified from the change in the covariance

matrix since α = ΩD,12Ω−1
D,11, α = ΩD,22Ω−1

D,12 or α = (ΩD,22Ω−1
D,11)

−1/2. It is also noteworthy

that the preceding IH approach is robust also in the case β = 0, i.e. under no simultaneity.

Within the above framework, which is robust under heteroskedasticity, endogeneity and omitted

variables, it is possible to devise a simple parameter stability test. More precisely, we can check

whether the parameter α is stable within the sample of policy and non-policy dates by testing

whether the determinant of the difference in conditional covariance of the two subsamples F

and F̃ is zero (DCC test) or simply by comparing the two estimates α̂ = Ω̂D,12Ω̂−1
D,11 and

α̂ = Ω̂D,22Ω̂−1
D,12 (Rigobon (2000)).

8



3 Econometric methodology

This section consists of four subsections. In the first subsection the dataset used to carry out the

analysis is described. In the second subsection the estimation strategy is discussed. The third

and fourth subsections are devoted, respectively, to issues such as the selection of non-policy

dates, comparison of estimated impacts, bootstrap inference and the recursive analysis.

3.1 Data

The empirical specification introduced in the previous section to study the response of inter-

national asset prices to US monetary policy (US Federal Reserve’s decisions to change the US

STIR) is examined from a panel perspective. Let i = 1, ..., N indicate in the following the

respective cross sectional entities (countries). The sample covered for our analysis runs from

01/1994 to 12/2007 at the daily frequency. The asset price data consists of daily Datastream

calculated all-share (total market) equity indices (N = 29), 10-year (benchmark) government

bond indices (N = 19), real estate security indices (N = 14) and exchange rate data (currency

in country i/US dollar) for all the different economies considered. Countries were selected upon

data availability for the sample period covered.

Previous studies that analyze the relationship between US monetary and asset prices have

used monetary policy rate measures such as the Federal Funds Futures rate (Rigobon and

Sack, 2004), the Federal Funds rate (Bernanke and Kuttner, 2005; Cochrane and Piazessi,

2002) and the 3-month Treasury rate (Rigobon and Sack, 2002). Similar to the Federal Funds

Futures rate, the 3-month Treasury rate adjusts daily to capture changes in market expectations

about monetary policy over the near term (Rigobon and Sack, 2002). In this study, the 3-

month Treasury rate would capture changes in market expectations over the short term when

inferring the response of international asset prices to changes in the US STIR. Moreover, as

an interesting by-product, the interaction of international asset prices and the US Treasury

rate allows us to analyze empirically the ‘flight to quality’ effect, i.e. the switch between risky

(e.g. international equity) and riskless (e.g. US STIR) assets, which has recently attracted

the attention of economists (Pavlova and Rigobon, 2009; Pachenko and Wu, 2009). Therefore,
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for the purpose of this study, we employ the US 3-month Treasury rate at the daily frequency

which is also collected from Datastream.

The policy dates are taken from the Federal Reserve’s web-site, where the meeting

calendar, minutes and statements of the Federal Open Market Committee are published

(http://www.federalreserve.gov/monetarypolicy/fomc.htm). In order to reduce the adverse ef-

fects of ‘outliers’ we concentrate on scheduled policy dates. Overall, a total number of 116

policy dates are employed.

3.2 Estimation methodology

As previously introduced, the impact of US monetary policy on international asset prices is

studied via a heterogeneous panel framework. The panel version of the model presented in (4)

is given by

yit = υit + uit, (7)

where yit = (∆r∗t ,∆pit)′, contains the change in the US STIR ∆r∗t and the return ∆pit =

lnP•,it − lnP•,it−1 of asset • = s, h, b for i = 1, ..., N countries and t = 1, ..., T daily time

periods. The vector uit = (u1t, u2it)′ contains the reduced form residuals, more precisely, u1t =

(1 − αiβi)−1[(βi + θ)zt + βiηit + εt], u2it = (1 − αiβi)−1[(1 + αiθ)zt + ηit + αiεt] and αi is the

parameter of interest. The model for the time-varying mean υit = Γixit is specified as

υit = υi + Ai,1yit−1 + ... + Ai,pyit−p + Bi,1fit−1 + ... + Bi,pfit−p, (8)

where fit = (∆sit,∆p∗t )
′ is a vector of exogenous components containing the country i/US dollar

exchange rate return ∆sit = ln Sit − lnSit−1 and the return on the US equity/bond/real estate

index, i.e. ∆p∗t = lnP ∗
•,t − lnP ∗

•,t−1 for • = s, b, h. Therefore, the lagged variables in yit and

fit allow us to control for ‘conditional dependencies’ of international asset markets to (i) the

country i equity/bond/real estate return, (ii) the change in the US STIR, (iii) the country

i/US exchange rate return and (iv) the US equity/bond/real estate return. Model (7) coupled
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with (8) reduces to a vector autoregression with exogenous components of order p for each

cross-section member (henceforth VARX(p)). Note that the conditional mean υit accounts for

expectations (conditional on information available in time t − 1) of the variables contained in

yit and fit. Thus, by using an estimate ûit = yit − υ̂it as opposed to the original data in yit

allows us to analyze the ‘surprise’ reaction of international asset prices to US monetary policy

shocks.

The number of lags in (8) may be chosen as usual from a sequential test of the null H0 : pmax

vs. H0 : pmax − 1 or via Aikaike and Schwarz information criteria. Given the optimal lag p̂,

model (7) is estimated and the reduced form residuals denoted ûit are obtained. The response

of the ‘conditionally centered’ (log) returns (û2it) of international equity, bond and real estate

assets to US STIR changes (û1t) is estimated by employing the Instrumental Variable (IV) and

Generalized Method of Moments (GMM) estimators proposed in Rigobon and Sack (2004) as

well as the popular ES estimator. Specific issues not detailed here may be looked up in the

article by Rigobon and Sack (2004). Our approach extends the latter estimation strategy to

analyze the empirical relationship between US monetary policy and international asset prices

within a heterogeneous panel framework.

In what follows let ∆r∗ = [û′1F û′
1F̃i

]′ and ∆pi = [û′2iF û′
2iF̃i

]′ be (TF + TF̃i
) × 1 = Ti × 1

partitioned vectors containing (conditionally centered) US STIR changes and (log) asset price

changes for country i, respectively, for the sample of policy dates t ∈ F and the sample of

non-policy dates t ∈ F̃i. The latter F̃i =
{

t1̃, t2̃, ..., tF̃i

}
may consist of the days preceding,

following or surrounding those included in the former F = {t1, t2, ..., tF }. Once the sample of

non-policy dates F̃i is chosen, the coefficient αi for i = 1, ..., N can be estimated via three-stage

least squares (3SLS):

α̂IV,ij = (∆r∗
′
qj∆r∗)−1∆r∗

′
qj∆pi, (9)

where qj = wj(w′
jΣ̂iwj)−1w′

j for j = 1, 2 with w1 = [û′1F − û′
1F̃i

]′ or w2 = [û′2iF − û′
2iF̃i

]′ the two

possible vectors of instruments and Σ̂i = diag
[
ε̂2
i

]
with ε̂i the residuals of the two-stage least
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squares regression (2SLS).1 It is noteworthy that in the case that the number of observations

in the sets F and F̃i differ, each subsample in ∆r∗, ∆pi and wj has to be divided by the square

root of the total number of dates in each particular set. The degree of explanation for the IV

regression denoted R2
IV,i is computed as proposed by Pesaran and Smith (1994). The R2

IV,i

provides a measure for the ‘goodness of fit’ in the response of international asset prices to US

monetary policy.

In addition to IV estimation outlined above, GMM estimation may also be naturally em-

ployed given the analytical expression for the moment conditions in (6). The two parameters

to be estimated via the GMM approach are αi, which is the main parameter of interest, and

λi ≡ (σ2
ε,F − σ2

ε,F̃i
)(1 − αiβi)−2, which gives a measure of the heteroskedasticity in the data.

Thus, in GMM estimation the parameter vector ζi = (αGMM,i, λi)′ may be obtained. In our

context, the GMM estimator for i = 1, ..., N is given by

ζ̂Ti = arg min
ζi∈Φ

bTi(ζi)′ATibTi(ζi), (10)

with Φ the parameter space, bTi(ζi) the vector of differences between sample moments and an-

alytical moments and ATi a positive definite and possibly random weighting matrix. Moreover,

ζ̂Ti is consistent and asymptotically Normal under suitable ‘regularity conditions’ (cf. Harris and

Matyas (1999)). The Ji-statistic is available in GMM estimation as a measure of the goodness

of fit of the model.

In contrast to the IV and GMM estimators, the popular ES estimator addresses the identi-

fication problem by focusing on periods immediately surrounding changes in the US STIR. In

our context, the ES approach obtains the following estimator for i = 1, ..., N :

α̂ES,i = (û′1F û1F )−1û′1F û2iF . (11)

Note that the heteroskedasticity-based estimator converges to the ES estimator if the shift in the
1Note that the two stage least squares estimator (2SLS) estimator is numerically identical to α̂IV,ij =

(w′
j∆r∗)−1w′

j∆pi which is the estimator provided in Rigobon and Sack (2004) since there is one independent
variable and one instrument.
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variance of the policy shocks is infinitely large. The degree of explanation of the ES regression

denoted R2
ES,i may also be computed in the usual way from the OLS residuals of regression (11).

A Hausmann test denoted Hi can be used in order to test the null hypothesis H0 : αIV,i = αES,i.

Under the null hypothesis, Hi is F1,Ti−1-distributed. Rejection of H0 would indicate that the

ES estimator is biased. Alternatively, it could indicate that the variance of the policy shock in

the sample of policy dates F is not sufficiently large for near identification to hold (Rigobon

and Sack, 2004).

In our panel approach we may regard heterogeneity in the estimators since we could expect

different reactions to US monetary policy amongst the countries at hand and the distinct asset

classes, i.e. we may assume that α•,i = α• + τ•,i for • = IV,ES,GMM where τ•,i is a cross-

sectionally iid disturbance. Therefore, it is suitable under the latter assumption to aggregate the

impact of US monetary policy via the Mean Group (MG) estimator proposed by Pesaran and

Smith (1995). In order to account for heteroskedasticity across country estimates we perform a

standardized MG estimation, i.e.

ᾱ• = N−1
N∑

i=1

α̂•,iσ̂
−1
•,i , (12)

for • = IV,ES, GMM where the standard errors σ̂•,i = V̂ar[α̂•,i]1/2 are robust under het-

eroskedasticity. It is worthwhile noting that the above estimators rely on consistency of single

market estimates and provide a guidance on the ‘average impact’ of US monetary policy on

international asset prices under parameter heterogeneity. In addition, we estimate a ‘Mean

Group Difference’ (MGD), i.e.

ᾱMGD = N−1
N∑

i=1

(α̂IV,iσ̂
−1
IV,i − α̂ES,iσ̂

−1
ES,i), (13)

in order to compare the heteroskedasticity based estimator and the ES estimator at the aggregate

level.
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3.3 Selection of non-policy dates and comparison of estimated impacts

In the international context the selection of the non-policy dates F̃i is complicated in the sense

that for certain countries (particularly those of other continents than America) it is difficult to

know which set F̃i leads to the most informative change in covariance ΩD,i for IV and GMM

estimation. As proposed in the econometrics literature, it is sometimes preferable to resort to

data-driven methodologies for the identification and inference of key relationships as it reduces

the complexity of empirical measurement (Friedman, 1987; Hendry, 1995; Hoover et al., 2008).

Thus, in this study we ‘ask the data’ for the best window of non-policy dates F̃i for each i

around the policy dates F .

To motivate the selection of non-policy dates, note that the regression model in (1) could be

transformed and estimated by OLS once an analyst has access to the true impact parameter α.

This transformed regression is supposed to offer, conditional on xt and zt the highest accuracy

in whitening the data. Transforming the regression model (1) with inefficient or even biased

estimates of α is expected to worsen the model’s fitting accuracy. Therefore, competing esti-

mates of α extracted from alternative sets of non-policy dates may be ranked according to an

R2 criterion derived from a transformed model representation. More precisely, the ‘algorithm’

to select the most appropriate set of instruments for each of the countries in the panel and for

each of the asset markets consists of:

1. Obtaining a vector of non-policy dates F̃i = (F −1, F −2, ..., F −hmax
•,i )′ for • = IV,GMM

constructed by stacking different sets of non-policy dates for hmax
•,i days preceding the

policy dates. At each candidate horizon h•,i, the estimates α̂h
•,i for • = IV,GMM are

obtained and the model

µit = φ′ixit + γit + ηit, (14)

is estimated with the original (i.e. non-centered) data for i = 1, ..., N and t = 1, ..., T daily

time periods via OLS where µit = ∆pit − α̂h
•,i∆r∗t , xit = (y′it−1, ..., y

′
it−p, f

′
it−1, ..., f

′
it−p)

′

and t is a time trend which proxies the common shock.2

2We also constructed a common factor from international asset return data by means of Principal Component
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2. Computing the R2 of regression (14) and choosing the ĥ•,i that corresponds to the max-

imum quantity from the set
{

R2
•,i1, ..., R

2
•,ihmax

}
to obtain an optimal set of non-policy

dates F̃ ∗
i = (F − 1, F − 2, ..., F − ĥ•,i)′.3

The above procedure is intuitive as a set of non-policy dates is chosen which, conditional on

the candidate parameter α̂h
•,i, the vector xit and the time trend t, minimizes the distance between

the (non-centered) international (log) asset price change (∆pit) and the change in the US STIR

(∆r∗t ). We also experimented with alternative hmax
•,i in the sequential procedure but found ĥ•,i to

be mostly between [1,3] for all three asset markets. Therefore, hmax
•,i = 3 was chosen. In order to

test whether the set of selected non-policy dates F̃ ∗
i satisfies the heteroskedasticity requirement

(6), the null hypothesis H0 : ΩD,i = 0 versus the alternative hypothesis H1 : ΩD,i 6= 0 is

tested by means of a likelihood ratio statistic (Galeano and Pena, 2007). Rejection of the null

hypothesis H0 : ΩD,i = 0 would provide evidence of heteroskedasticity in the sub-samples F

and F̃ ∗
i and, thus, supports the applied identification scheme.

The ‘auxiliary regression’ in (14) may also be applied with the ES estimator α̂ES,i to obtain

a goodness of fit measure denoted R2
ES,ih for consistency of notation. In this way one may

discriminate between estimators across the panel by comparing the quantities R2
IV,ih, R2

GMM,ih

(which correspond to the estimated impacts α̂•,i and horizons ĥ•,i for • = IV,GMM) and

R2
ES,ih.4 It is also important to note that many exchange markets were closed in countries

that are not in the American continent at the time of the monetary policy announcements

(around 14:00 US Eastern Time). For this reason, one could argue that the (conditionally)

centered returns û2iF and û2iF̃i
of country i which is not in the American continent, should be

modified to û2iF+1 (IV, GMM, ES) and û2iF̃i+1 (IV, GMM), respectively, in order to account

for the timing effect of the shock. However, it is also plausible that the impact of FOMC

announcements on asset markets occurred during overnight trading in European markets so

that there might be a small overlap of trading times (Wongswan, 2005). To control for the

Analysis and used it to proxy the common shock. However, experimentations along these lines resulted in
qualitatively similar results to the simple model with a time trend.

3Note that the set of non-policy dates F̃ ∗
i does not intersect with the set of policy dates F .

4Note that the quantities R2
•,ih for • = IV, GMM, ES obtained from (14) are different from the quantities

R2
•,i for • = IV, ES which are obtained from the regressions in (9) and (11), respectively.
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timing issue in non-American asset markets in our heterogeneous panel framework, we also

used the ‘auxiliary regression’ in (14) above with the estimates α̂s
•,i for • = IV,ES,GMM ,

which were obtained by employing û2iF+s (IV, GMM, ES) and û2iF̃ ∗
i +s (IV, GMM) for s = 0, 1

and chose the α̂s
•,i which yielded the highest R2.

3.4 Bootstrap inference, parameter stability and recursive estimation

Studying the impact of US monetary policy shocks on international asset prices is complicated

due to the large amount of factors that may affect the relationship. Nevertheless, in our set

up, we control for (i) conditional effects of different explanatory variables in the time-varying

mean υit, (ii) a common shock zt, (iii) regime changes and heteroskedasticity (ΩD,i) and (iv)

selection of non-policy dates (F̃i). Generally, our analysis is conditional on the set of policy

dates and economic states and dynamics surrounding these time points governing the stochastic

properties of model estimates and diagnostics. To disentangle random and structural features

of the statistical outcomes we adopt resampling techniques to generate pseudo samples of policy

dates. With them at hand, we build empirical distributions of the statistical tools employed.

The resampling algorithm consists of:

1. Drawing with replacement from the set of policy dates F = {t1, t2, ..., tF } to obtain a new

set of bootstrap policy dates Fb = {t1b, t2b, ..., tFb}.

2. Obtaining the ‘optimal’ set of non-policy dates F̃ ∗
ib for IV and GMM estimation and using

F̃ ∗
ib and Fb to compute bootstrap quantities α̂•,ib, ᾱ•,b for • = IV,ES,GMM,MGD.

3. Repeating steps 1 to 2 for 500 times and obtaining bootstrap confidence intervals from

the γ/2 and (1− γ/2) quantile of the bootstrap distribution.

As introduced previously, it is possible within the IH framework to inspect whether the

impact of US monetary policy on international asset prices is stable over the sample period

analyzed. One simply has to compare the α̂IV,ij estimators obtained with the two set of in-

struments w1 = [û′1F − û′
1F̃i

]′ or w2 = [û′2iF − û′
2iF̃i

]′. A significant difference between these

estimates would hint at parameter instability. To study this issue in more detail across the panel,
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a ‘Mean Group Difference’ in analogy to (13) is computed with the two different estimates α̂IV,ij

obtained with the instruments w1 or w2.

In order to safeguard the overall analysis from possible parameter instability, the impact

of US monetary policy on international asset prices is also studied via a recursive standardized

MG estimation procedure. The latter procedure consists on fixing a window of size TF,min = 72

of policy dates which is moved over the subsample τ = TF,min, . . . , τ = TF . At each window,

the parameter α̂•,i for each i, and subsequently, the MG estimate ᾱ• are computed for • =

IV,ES,GMM . The optimal set of non-policy dates F̃ ∗
i is also computed at each window as

explained in the previous section to obtain the estimates α̂•,i for • = IV,GMM . Thus, a vector

of MG impacts ᾱ•,rw = (ᾱ•,1, ..., ᾱ•,RW )′ is obtained which can be analyzed to understand the

magnitude of the impact over different sub-samples. Since the new MG estimate at each window

is based on past and new shocks, it also allows us to study the response of international asset

markets to US monetary policy over time. Notably, the rolling window approach is consistent

with the IH approach under the null hypothesis of a stable impact αi in every sub-sample.

A rolling window ‘Mean Group R2’ is also computed from R•,i for • = IV,ES obtained from

the regressions (9) and (11) along the latter lines i.e, R̄2
•,rw = (R̄2

•,1, ..., R̄
2
•,RW )′. Both rolling

window estimates ᾱ•,rw and R̄2
•,rw may uncover whether the actual degree of market integration

is time-varying and whether there are asymmetric effects of monetary policy shocks over time

as suggested in recent studies (DeRoon and DeJong, 2005; Pachenko and Wu, 2009; Chen, 2007;

Basistha and Kurov, 2008).

4 Results

This section discusses the results of the impact of US monetary policy on international asset

prices. Empirical results are reported in Tables 1 to 7. Figures 1, 2 and 3 display graphically

the empirical densities of the estimates α̂•,i/σ̂•,i for • = IV,ES,GMM along with the recursive

results. In what follows, we mostly refer to statistical significance at the 10% level.

insert Tables 1 and 2 around here
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4.1 Single market results

Point estimates of equity markets for the sample of policy and non-policy dates between 01/1994

and 12/2007 are displayed in Table 1. The distinct lag selection tests performed (sequential

likelihood ratio, AIC and SIC) for the VARX(p) pointed to three lags in most of the countries

and the three asset markets so we have set p = 3 throughout. The VARX(3) estimation shows

that the number of coefficients in the time-varying mean υit that are significantly different

from zero at a 10% level ranges from 3 to 10. The latter result puts forward that there are

some significant conditional effects from the dynamic variables considered in the time-varying

mean υit and thus evidence of significant expectation effects for which one needs to control.

Moreover, no serial correlation was diagnosed at the 5% level of significance in the residuals of

the VARX(3) in any of the countries according to the Portmanteau statistic Pi which supports

the use of the estimated reduced form residuals. As expected, the GMM and IV approaches

usually produce similar point estimates. In contrast, the ES approach yields estimates that are

many times different from the heteroskedasticity based estimates in terms of magnitude and

precision. Thus, in what follows, comparisons between estimators are mostly done between IV

and ES.

The sample of international equity markets consists of 29 units. Amongst the 29 equity

markets, 24 (5) show a negative (positive) impact from US monetary policy shocks with IV

estimation. The number of positive point estimates increases to 10 when considering ES esti-

mation. A very apparent feature of the results is the heterogeneity in the value of the estimates.

Amongst the countries with a positive coefficient, the response to monetary policy estimated

via IV (ES) ranges from 0.17 in Norway to 9.78 in Venezuela (0.01 in Switzerland to 3.57 in

Venezuela). Amongst those countries with a negative coefficient obtained via IV (ES), the het-

erogeneity ranges from -0.08 in Germany to -6.65 in Finland (-0.1 in Japan to -2.88 in Mexico).

Overall, we find that 13 (2) countries show a statistically significant negative impact at the

10% level according to the bootstrap confidence bands and/or robust standard errors in IV and

GMM (ES) estimation, namely: Australia, Canada, Denmark, Finland, Greece, Ireland, Italy,

Japan, Mexico, New Zealand, Spain, Sweden and the United Kingdom (Canada and Mexico).
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Interestingly, US monetary policy has a statistically significant negative effect on the equity

market of Mexico and Canada according to the bootstrap confidence bands of the heteroskedas-

ticity and event study estimators. In fact, Mexico and Canada are the countries with the largest

negative response to the Federal Reserve’s policy announcements in the American continent.

This result speaks in favor of a proximity effect in the impact of US monetary policy on equity

markets across border. The equity markets in Australia, Japan and the United Kingdom also

show a significant response to US monetary policy shocks hinting at a size (market capital-

ization) effect. Another interesting finding is the significant response to US monetary policy

in Scandinavian equity markets which is evident in both IV and GMM estimation. The only

Scandinavian country with an insignificant impact to US monetary policy estimated via IV or

GMM is that of Norway. However, the impact of the Norwegian equity market to US monetary

policy is significantly positive at the 10% level with the ES estimator according to the bootstrap

confidence bands. Another interesting case is the statistically significant response of the New

Zealand equity market to US monetary policy since the latter was the first country in the world

to introduce inflation targeting. In fact, most of the equity markets with a statistically signif-

icant response to US monetary policy follow inflation targeting. The latter findings show that

the response of international equity markets to US monetary policy may be related to distance,

financial integration and similar monetary policy frameworks as suggested by previous studies

(Wongswan, 2005; Ehrmann et al., 2005; Ehrmann and Fratzscher, 2008).

Selected diagnostic statistics for equity markets are shown in Table 2. The null hypothesis

ΩD,i = 0 is rejected at the 5% level in all markets which suggests heteroskedasticity between

the sample of policy and non-policy dates and thus supports the IH scheme. The result on the

Hausmann test Hi, shows that we are able to formally reject the hypothesis αIV,i = αES,i at the

10% level in Denmark, Finland, Ireland, Japan, New Zealand and Sweden. The estimated hori-

zon ĥIV,i (ĥGMM,i) in equity markets is usually equal to 1 (3) in countries inside the American

continent and equal to 2 (2) in countries located outside the American continent. Interestingly,

the R2
ih of the ‘auxiliary regression’ in (14) is generally higher for IV and GMM estimates in

comparison with ES estimates in countries of the American continent while the opposite is true

when considering non-American countries. Moreover, the Ji-statistic is statistically insignificant
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at the 5% level in 20 out of 29 international equity markets.

insert Tables 3 and 4 around here

As for equity markets, the results for the set of 19 international bond markets show that

there are also conditional effects from the dynamic variables included in the time-varying mean

υit as shown by the number of coefficients significant at the 10% level (Table 3). Furthermore,

there is no evidence of serial correlation in the residuals of the VARX(3). The IV and GMM

estimates show that most bond markets, except for Canada and Autralia, have a positive impact

to US monetary policy. The ES estimator also obtains mostly positive impacts except for a few

more negative cases than in IV or GMM. Out of the 17 countries with a positive coefficient 11

(9) show a statistically significant positive impact at the 10% level according to the bootstrap

confidence bands and/or robust standard errors in IV (GMM) estimation. The only statistically

significant positive coefficient at the 10% level in the case of ES estimation is that of Japan.

However, both IV and ES estimators produce similar point estimates for Canada which are found

to be negative and statistically significant at the 10% level according to the bootstrap confidence

bands. Note that studies that use bond yields as opposed to bond returns (i.e. changes in log

bond prices) have usually found a positive response of bond markets to US monetary policy

shocks in a domestic and iternational setting (Rigobon and Sack, 2004; Ehrmann et al., 2005;

Hausman and Wongswan, 2006). In our international setting, the positive response of (log)

bond prices to changes in the US STIR might reflect market expectations of lower risk-premia

and lower inflation (Campbell and Ammer, 1993).

Similar to equity markets, the null ΩD,i = 0 is rejected in all countries for bond markets at

the 5% significance level (Table 4). The null hypothesis αIV,i = αES,i is rejected at the 10%

level according to the Hausmann statistic Hi in 9 out of the 19 bond markets. The estimated

horizons ĥIV,i and ĥGMM,i are equal to 3 days prior to the shock in all countries except for

Japan. The R2
•,ih measures for • = IV,GMM from the ‘auxiliary regression’ are either greater

than or equal to R2
ES,ih obtained from ES estimates. Moreover, the Ji-statistic is statistically

insignificant at the 5% level in 12 bond markets.

insert Tables 5 and 6 around here
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As for equity and bond markets, the panel of 14 international real estate security markets

shows significant conditional effects in the time-varying mean υit and no evidence of serial corre-

lation (Table 5). Out of the 14 international real estate security markets considered, we obtain

that 10 (11) of them show a negative effect to US monetary policy shocks via IV (GMM). The

latter count is somewhat lower in ES estimation where we find 8 negative coefficients. There

is a statistically significant negative impact in Australia, Denmark and Germany and a statis-

tically significant positive impact in Belgium at the 10% level when considering the bootstrap

confidence bands for the estimates obtained from the heteroskedasticity based estimators (IV

and GMM). ES estimates are insignificant throughout. The insignificant response of real estate

security markets to monetary policy found here confirms findings of previous studies (cf. Furlan-

etto (2008)). Results on selected diagnostics for real estate security markets are qualitatively

similar to those of equity and bond markets (Table 6).

insert Figure 1 around here

4.2 Aggregate results

As can be noted from the preceding discussion, point estimates are generally similar between

IV and GMM methods but in many instances dissimilar to those obtained from the ES method.

This may be observed in the estimated densities of the standardized estimates α̂•,i/σ̂•,i for

each of the international asset markets considered under the three different methodologies used

(Figure 1). In general, the heteroskedasticity based estimators (IV and GMM) work ‘best’ in

relation to the ES estimator in bond markets and similar in equity and real estate security

markets according to the R2
ih measures and the Hausmann statistics Hi. Overall, IV and GMM

estimation produce estimates that are more frequently found statistically significant than ES

estimation according to the bootstrap distribution and/or asymptotic (robust) standard errors.

Nevertheless, there is one particularly interesting result for heteroskedasticity or event study

estimators: Mexico and Canada have a statistically significant negative response to US monetary

policy.

insert Table 7 around here
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Another clear feature of the preceding findings is that the sensitiveness of the response of

asset prices to US monetary policy is country specific in terms of magnitude and precision.

The estimates for each country also vary with the considered asset. This confirms our a priori

hypothesis of heterogeneity in the postulated panel relationship as well as empirical findings of

recent studies (Ehrmann and Fratzscher, 2008). The results of the MG estimates in Table 7

put forward a negative average impact in equity markets, a positive average impact in bond

markets and a negative average impact in real estate security markets with all three estimators

considered. The average (standardized) impact is statistically significant at the 10% level in

equity and bond markets with the IV and GMM estimators according to the bootstrap con-

fidence bands and asymptotic standard errors. In the case of the ES estimator, the average

impact is statistically significant at the 10% level in equity markets according to the asymptotic

standard error. The negative and statistically significant response of international equity mar-

kets to changes in the US STIR provides evidence of the ‘flight to quality’ effect as proposed

in recent theoretical and empirical models of the international propagation of shocks (Pavlova

and Rigobon, 2009; Pachenko and Wu, 2009).

Interestingly, there is evidence of a statistically significant MGD at the 10% level between

IV and ES estimates in all three asset markets considered (MGD1). Moreover, we diagnose a

statistically significant MGD at the 10% level between the IV estimates α̂IV,ij obtained from

the two different sets of instruments w1 and w2 in equity and bond markets (MGD2) according

to the bootstrap confidence bands and asymptotic standard errors. The latter result hints at

instability in the empirical relationship between US monetary policy and international equity

and bond prices for the sample 01/1994 to 12/2007.

Thus, it seems preferable from the latter findings (high heterogeneity and possible parameter

instability) to study the response of international asset prices to US monetary policy by taking

different and smaller windows of policy dates to estimate the impact. In order to minimize

parameter instability, one could in principle analyze different sub-samples based on information

about events in the economies that might have caused structural breaks. However, this would

be cumbersome to implement (and possibly misleading) given the high degree of heterogeneity

found amongst cross-sectional members and across asset types. Alternatively, as previously
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described, we aggregated the impact with a standardized rolling window MG procedure which

allows us to have an aggregate view of the unstable vs. stable periods and the overall direction

of the impact over time.

insert Figures 2, and 3 around here

Figure 2 shows graphically the results of the rolling window MG impact of US monetary policy

on international asset prices. We present only the plots of the IV and ES estimators for space

considerations, although similar pictures to those of IV can be obtained when employing the

GMM estimator. Interestingly, the response of international asset prices to US monetary policy

is significantly time-varying at the 10% level for most of the windows in IV estimation in the

three asset markets. Morever, we find that the impact of US monetary policy on international

equity and real estate security markets is negative for most of the time windows and it shows

a downward trend in IV and ES estimation. With respect to bond markets the relationship is

positive for all time windows in IV and ES estimation.

The result on the stability test MGD2 and the time variability of the (standardized) MG

impact suggests that the relationship between US monetary policy and international asset prices

might be sample specific. Thus, not considering recursive estimation will be misleading in

the sense that one would not obtain a ‘true’ distribution of US monetary policy impacts in

international asset markets when focusing only on particular samples. In addition, Figure 3

also shows the rolling window R2s computed from the R2
•,i, • = IV,ES measures obtained from

regressions (9) and (11). The picture clearly shows that the ‘goodness of fit’ in the response of

international equity and real estate security markets to US monetary policy has been increasing

over time while it shows no clear trend for bond markets. From an econometric perspective,

our findings on the time variability of the aggregate impacts and goodness of fit suggest that

one should treat distributions over the entire sample as in Figure 1 with caution, as they might

change over time. From an economic perspective, our results also confirm recent theoretical

propositions and empirical findings of the time-varying dependencies of asset markets (DeRoon

and DeJong, 2005; Pavlova and Rigobon, 2009; Pachenko and Wu, 2009). Moreover, the results

also hint at the existence of asymmetric effects of US monetary policy on international asset
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prices at the cross-sectional level which is in line with recent findings (Chen, 2007; Basistha and

Kurov, 2008).

5 Conclusion

In this article we analyzed the empirical relationship between US monetary policy and interna-

tional asset prices. The possible problems of endogeneity and omitted variables were addressed

by using a robust identification strategy proposed by Rigobon and Sack (2004). We extend

the latter approach to investigate the empirical relationship between US monetary policy and

international asset prices in a heterogeneous panel framework. We consider issues such as con-

trolling for conditional dynamic effects in the postulated relationship, instrument selection in

the heterogeneous panel context, recursive estimation and bootstrap inference.

In general, IV and GMM estimation are more appropriate for identification of the impact of

US monetary policy on international asset prices than the popular ES estimator at the aggregate

level. The results also indicate that, for the entire sample period covered (01/1994 to 12/2007),

the Federal Reserve’s policy announcements had heterogeneous impacts in international equity,

bond and real estate security markets. In international equity markets there is mostly a negative

response to US monetary policy. The largest negative and statistically significant coefficients

in the American continent are those of Mexico and Canada which suggests a proximity effect

to shocks from the US. At the aggregate level, the MG impact of equity markets is negative

and statistically significant. In the case of bond markets the relationship appears to be positive

and statistically significant at the aggregate level and for most country estimates. Real estate

security markets yield at the aggregate level a negative impact to US monetary policy shocks

although not statistically significant.

We diagnose evidence of instability in the postulated empirical relationship between US

monetary policy and international asset prices. A careful inspection of the MG estimates over

time by means of a rolling window procedure shows that the (average) impact is negative for

equity and real estate security markets and positive for bond markets. While the time-varying
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MG impact appears to be increasing in absolute value over time for the latter two markets,

it shows no clear trend for the former. Interestingly, we find that the ‘goodness of fit’ in the

response of international equity and real estate security prices to US monetary policy seems to

be increasing over time. These results also confirm recent findings of time-varying dependencies

in international asset markets and recent evidence on the asymmetric effects of monetary policy

shocks on asset prices.

The results of this study are important because they present a general pattern for the

response of international asset prices to US monetary policy. The empirical approach allows to

quantify and thus compare the effects across countries, asset markets, estimators and sample

periods. In this sense, this paper contributes to the understanding of the empirical relationship

between US monetary policy and international asset prices. Several opportunities are also

raised for further research. For instance, a similar exercise could be done to study the response

of international asset prices to ECB policy shocks and comparing the impact with that of the

US Federal Reserve. Moreover, one could also analyze the impact of US monetary policy on

exchange rates. We leave these issues for future exploration.
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