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crucial role in the determination of the characteristics of the financial sys-
tem. One of the main features of these networks is the presence of power
laws in the degree distributions of both in- and out-degree. In particular, one
can show that using the probability functions (14), (15) and (16), one ob-
tains, respectively the following approximate distributions for in-degree and

out-degree, k;, and ko, under the three different generating mechanisms®:

_ 148 4o
Pl(km) X km s , P (kout) X K g™ (20)
Po(kin) o< (cikin 4+ c2) ™2, Po(kout) o (c3kous +ca) > (21)
Py(kin) o< k2 ) Pa(kout) o k2 (22)

In the same way, it is possible to see that the average degree of a neigh-
bour is determined by:

b
() (40) = 2o+ [ p(A OO0 23)

where k(A4;) is the mean total degree of node i, as a function of its own
fitness parameter.
The density of the network generated by the probability functions (20)
to (22) is:
Dl _ 2 Zgjzl pi’j
N(N-1)

where [ = 1,2, 3. The density of the networks can therefore be easily manip-
ulated via the parameters d;, keeping fixed the other topological features. In
case of a constant probability function P(A;, Aj) = d, networks produced
are random with density equal to d.

As we can see, with all three kinds of probability functions, the results
are scale-free networks (i.e., a power-law distribution of degrees). Since eq.
(23) involves the mean total-degree of a node, k(A;), there is no closed-
form solution for this expression for the three probability functions. The
disassortative behavior can, however, be confirmed via numerical integration
of eq.(23), cf Fig. 2. It is apparent from egs. (20) to (22), that it will be
possible to change the exact shape of the degree distributions as well as
the degree of disassortative behavior by modifying the parameters of the
probability functions, and the distribution of the fitness parameters. Fig. 2
shows the simulated degree distributions and the average neighbour degree
for functions (14), (15) and (16), for parameters o = 0.2, § = 1.2 and

x dy (24)

6 Cf. Caldarelli (2007). The main steps in deriving in-degree and out-degrees distribu-
tions are also detailed in the Appendix.
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z = 0.5 Apae; finally, d; = do = d3 = 1. With this choice of the parameters
we get tail indexes in the in- degree distribution equal to, respectively, —1.83,
—2 and —2, and —6, —2 and —2 for the out-degree distributions. Moreover,

a clear disassortative behavior is observed in all the three cases’.
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Fig. 2: The first three panels show the in- and out-degree distributions for the three
probability functions (14), (15) and (16). The last panel shows the mean neighbour
degree as a function of the total degree of the nodes. The curves in the last panel
are decreasing with the degree itself, indicating that big nodes are connected to a
multitude of small and medium-sized nodes, which themselves are connected with
only a (relatively) small number of hubs.

4 Single Shocks and Network Risk

We now combine the probabilistic framework introduced in Sec. 2 and
the algorithm introduced in Sec. 3 to asses how the financial stability of
the banking system is affected by the main parameters of the model. The
shock S in this section will consist in wiping out a percentage of the ex-
ternal assets of the largest bank in the system, so it can be written as
§=1(0,0,...,Xip,...,0) = s;,, where ig is the largest bank. In this sce-
nario, the only uncertainty is due to the missing information regarding the

"1In order to reinforce the disassortative behavior, one could use a criterion for the
elimination of the loops different from the one described in footnote 5. In particular, if
both the edges i« — j and j — 4 are present in the network, one could eliminate the one
starting from the biggest node of the two: this mechanism would contribute to tuning the
system even more towards the characteristics of real interbank network structures, where
mostly small banks lend money to big banks, as described in the introduction.
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structure of the banking system, represented by the probability functions
introduced in Sec. 3. In particular, we will use function (14) to generate our
interbank networks, and we will explore how the parameters v and 6 affect
the stability of the banking system.

When the largest bank in the system fails, the other banks can suffer
losses in two ways. The first way is through direct contagion. In fact, the
initial loss is first absorbed by the bank’s net worth 7;,, then by its interbank
liabilities b;, and last its deposits d;,, as the ultimate sink. That is, we
assume priority of (insured) customer deposits over bank deposits which, in
turn, take priority over equity (net worth). If the bank’s net worth is not
large enough to absorb the initial shock, the bank defaults and the residual is
transmitted to creditor banks through interbank liabilities. Creditor banks
are assumed to receive an amount of the residual shock proportional to their
exposure to the failed bank. Those banks will have to book losses in their
equities®.

The second way banks can suffer losses is indirect contagion through
network effects. In fact, in case the direct creditors of the initial failing
bank are not able to absorb the losses, they will fail and transmit losses to
their own creditors. The process continues until the losses are completely
absorbed by the system or, alternatively, the whole system has failed.

It seems natural when studying the loss propagation process to formally
introduce a discrete event index t describing the different phases of the
propagation of the shock. We call that index the round of propagation.
We start from a situation in which the system is in a stationary state with
positive net worth of all banks, and at a certain point ¢ = 0 we subject one
bank, ig, to a shock by wiping out a fraction );, of its external assets?. At
event time ¢t = 0 no other banks will incur any losses, but part of the assets
of the initially shocked bank have been destroyed, and so we can write:

N
D=0 (1,2, .., lsig) =0 <77i0 - (77?0 : W)) I 6ti—nd)
v i=1,iio
(25)
where §(z) is the Dirac delta, and 7 are the net worths of the banks before
the shock starts propagating. If we apply now eq. (3) we obtain:

=0 _ {1, if v < g0

. (26)
0, otherwise

8 We disregard partial recovery of the defaulted loans as this will happen only much later
during bankruptcy proceeding and would be of little relevance to the unfolding short-run
dynamics.

9 We note here that restricting ourselves to the case of a single shocked unit does
not restrict the generality of our approach. In fact, simultaneous deterministic shocks
to different banks at the same time can be represented as the convolution of multiple
&-functions.
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Fig. 3: The figure schematically shows the ®-function at round zero, i.e. eq.
(25). At time ¢t = 0 all the banks have a well-defined non-stochastic net worth
7;, represented in the figure by a vertical line of length 1, i.e. the probability for
each bank to have net worth 7; to be exactly 1. The red line represents the largest
bank in the IbM. The distribution of banks size has been drawn from a power-law
distribution with tail parameter equal to 2.

and so the perturbation can start propagating only if the shock is large
enough'®. Fig. 3 shows an illustration of the function ®*=° and the initially
shocked bank iy (red line). Note that, initially, the net worth of each bank
is known with certainty, i.e. all values have probability 1 (vertical axis).

We can now move on to the next round; at time £ = 1 the variables »;
are still independent (and hence uncorrelated), and it is possible to factorize
the ®-function as in the previous case:

N
cbt:l(??l,ﬁz, R vnn|8io) =9 <77i0 - (77?0 ’ 7AZOH>> ’ H q>§:1(77i|8i0)
v i=1,i#io

(27)
where ®!=!(n;|s;,) represents the marginal distribution of the net worth
of bank ¢ at time ¢ = 1. In the probabilistic determination of eq. (27)
the stochastic representation of our ignorance of the details of interbank
credit connections comes in. We assume that these connections are well
represented by the probability function P(A;, A;) introduced in Sec. 3 that
replicates important stylized facts of empirical data. In the Appendix we
show that ®!=1(n;|s;,) consists of two parts: with probability p;;, bank i
will be affected in the first round of aftereffects after the initial shock, while
with probability 1 — pj;,, it will still remain unaffected at this stage (it is
sufficiently remote from bank ig). The first case, then, leads to a loss due
to the defaults of bank 7p on some of its interbank loans. In the absence
of exact knowledge this effect is stochastic (to the outside observer or to
the supervisory authority). We show in the Appendix that the size of the
loss can be approximated by a Normally distributed random variable. The

10 1f Ny = 0, the first bank is able to absorb the shock and no contagion effects will be
registered in the system.



4 Single Shocks and Network Risk 16

ROUND #1

(Pi\o)

3.0

Density
2.0

1.0

(1-Piy)

|

0.0

Networth

Fig. 4: The picture shows one of the marginal distribution functions described by
eq. (28). Each of these distributions are composed by a Dirac delta centered on 77?,
indicating that with probability (1 — ps;,) bank ¢ is not linked to bank ig directly,
and so its net worth will rest unchanged at time ¢t = 1. The second component
gives a contribution of the propagation of the initial shock if a link exists to bank
ip which happens with probability p;;, .

complete expression can be written as:

0000 0) ) [ 1 (i )
q)g:l(nﬂsio) _ E] . s .’Y; i exp{ —= a(’vﬂ)*m‘
oiV2m 2 o}

+(1=PNHs(mi—n)) (28)

where a(v,6) and b(y,6) are functions of the percentage of net worth and
of the weight of the first term, P/ = p;;, is the probability for bank i to
belong to the first shell of banks connected to ig. Explicit equations for m?
and o} are presented in the Appendix, and both completely depend only on
the topological features of the network and in the case of our probability
functions (14) through (16) on the size of the balance sheet of the banks.
We compute in the Appendix the mean value and the standard deviation for
D=1 (n;]s:,), and we show that its variance tends to zero when the entries of
the probability matrix p;; tend to 0 or 1, namely when the network becomes
deterministic.

Fig. 4 shows an example of the marginal distributions ®¢=1(n;|s;,) for
a single bank, and the blue area highlighted in the figure is the probabil-
ity for that bank to fail. The marginal ®-function expressed in eq. (28)
represents what can be defined as first round effects. In fact, banks sub-
ject to the potential losses in this first stage of the propagation are only
the direct counterparties of the initial failing bank ig. In the other stages
of the shock propagation, instead, all the banks can potentially be subject
to losses because of the network of interbank contracts, and we call them
higher round effects. In general, a closed form solution for the ®-function
describing higher round effects is hard to obtain. Although different types
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of approximations are possible!!, we prefer to generate random variables ac-
cording to the joint distribution ®! and compute numerically the integrals
in eqs. (3), (4) and (7)'2.

Figure 5 shows the temporal evolution from ¢ = 1 (round 1) to t = 2
(round 2) of one of the marginal distributions ®! (7] s;,). We immediately
note from the graph that also the contribution linked to (1 — p;;,) spreads
out, due to possible connections of second order (i.e. credit expanded to
the creditor banks of the initially defaulting one). This fact actually reflects
the topology of the networks generated by probability function (14): the
small diameter of these scale-free networks imposes that in two steps a node
can mostly reach every other nodes, if the initially shocked bank is one of
the biggest of the system. If we again consider the marginal distributions,
we can split them up into three components, so that for round 2 we can
formally write:

O (ny]si0) = Pl - @72 (i) + PIT - @172 (i)s0) + (1 = P — PITY - 8(n; — )
(29)
where P/ is the probability for bank i to belong to the first shell with respect
to the initially defaulting bank ig, that is Pil = Dii,, and in general Pl-l is
the probability for bank 7 to belong to the [th shell, [ = I,II,III,..., with
respect to bank ip'3. The contribution linked to (1 — P! — P!T) is a Dirac
delta since in two rounds there is no way for the shock to hit banks belonging
to the 3rd (or higher) shell. In the pink distribution of Fig. 5, representing a
possible outcome of eq. (29) this contribution vanishes simply because with
the underlying parameters PZI + PiI I'~ 1. In general, higher-order defaults
can occur over many rounds.
Note that in the limit t — co'? the system will converge in probability
to a steady state, defined by the ®-function ®°(n1,72,...,1n]si,). De-
composing the overall distribution into the effects emanating from different

1 One possible approach consists in assuming the variables to be independent, factorize
the function & and compute it as in the first round. Another possibility is to use a
mean field approximation to derive approximate solutions to the first moments of the
distribution.

12 11 the Appendix we show how to compute those variables.

13Tt is easy to see that :

Pl=(=PHa=PT)- (1= P,

N N

-1 T I
N | (T § (R (R RS L8 | ICD

Ji=Lji#t  ji=l5#i

which is the probability for node ¢ not to belong to shells 1,2, ...,l — 1, multiplied by the
probability for at least one [-length path to exist connecting node i and node ig.

14 Numerically we saw from the simulations that a good approximation is typically ob-
tained for ¢ & 20, and after ¢ = 7 rounds one obtains about 95% of all defaults observed
in the simulations.
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Fig. 5: The figure shows the temporal evolution of the marginal ®-function from
round ¢ = 1 (cyan distribution) to round ¢ = 2 (pink distribution), for a particular
bank i. At t = 2, due to the small diameter of the present network, also the contri-
bution linked to (1 — pj;, ) spreads, adding a second contribution to the probability
for bank i to fail.

"shells", we can write the stationary distribution as:

> (nilsiy) ZPZ OOI (milsi0) (31)

With a finite diameter d of the network it can be reduced to:

d
N
D (ns]si0) = > P1- DT (milsiy) (32)
=1

since P! is equal to zero for each [ equal or higher than d. Note that for any
of the [ components in eq. (32) a long-lasting sequence of aftereffects can
result since any possible defaults would lead to the possibility of subsequent
defaults in the next period of events whose losses are exceeding their (re-
maining) equity level and so on. So, in principle, along the time dimension,
the sequence of events and, therefore, flow of probability between different
states, evolves for much longer than along the dimension of shells. Typically,
however, the macroeconomic statistics emerge after a relatively small num-
ber of iterations. This holds particularly for the number of defaults as these
are binary counts that only change if losses exceeds threshold value, and
so, higher-order knock-on effects would at some period not trigger any more
defaults. We will see that the additive components of eq. (31) play a fun-
damental role in understanding the results from the simulation engine, and
they are directly related to the network structure through the coefficients
Pl

Figure 6 shows a possible final equilibrium state for the system. In
particular, the mean values of the d = 2 components of the marginal ®-
functions (32) are plotted for some banks!®. We note here the differences

15 Note that in the framework generated by eq. (14) PZ-I + PZ-H ~ 1.
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Fig. 6: The figure shows a possible final equilibrium state for the system; in
particular, different colors represent the marginal distribution of different banks
belonging to the IbM, after the shock has been absorbed. Still for each node the
®-function can be decomposed into two components depending on whether they
have been hit immediately after the shock or at a later stage. This is illustrated by
the two different entries for each bank (each color).

in information contained in the ®-function and in the number of defaults
obtained via eq. (3): although a bank might have a positive mean value in
one (or both) of the two contributions that appear in eq. (32), the prob-
ability for that bank to fail might nevertheless not be zero. This effect is
not caught by eq. (3), but it is correctly quantified via the ®-function, that
contains all the information regarding the state of the system.

In the following subsection, we explore how the main parameters affect
the stability of the banking system under the failure of the largest bank.

5 Computational Experiments

5.1 The role of bank capitalization

In our first computational experiment we investigate the effects of banks’
net worth on the resilience of the entire banking system. The parameter 6
will be fixed at 0.8, so that each bank will invest 20% of its total assets in
the interbank market, and the remaining 80% in some external assets. We
will let the parameter 1 vary from 0 to 0.1 ¢, In all that follows, the number
of banks will be fixed at N = 250. The design of the simulations will be the
same for all the following experiments: the first step consists in generating
one Monte Carlo realization of our banking system as explained in sec. 3. In
the second step we destroy the largest bank: this shock is assumed to wipe
out all the external assets from the balance sheet of the initially failing bank.
For each simulation run, we count the overall number of defaults, as well
as the number of defaults in each single phase of the shock propagation.
We report the average number of defaults across all banks. We will use

16 Remember that by mere rescaling n could also be interpreted as the excess over the
required minimum capital requirement.
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Fig. 7: Number of defaults as a function of the percentage of net worth 7, for
probability function 14. The other parameters are fixed at: 6 = 0.8, a = 5,
b = 100. The picture shows both the total number of defaults (bold black line)
together with the standard deviation of the mean value (small gray bars), and the
number of defaults occurring during the first four phases of the propagation of the
shock.

probability functions (14) with parameters o = 0.2, § = 1.2. Furthermore
the two limits @ and b will be fixed at 5 and 100 respectively'”. Fig. 7
shows the result of the pertinent Monte Carlo simulations: we report both
the total number of defaults (black bold line), and the number of defaults in
the first four phases of the propagation of the shock. The thin vertical bars
represent the standard deviation of the black line across our 200 replications
of the simulations.

As one could expect, when the percentage of net worth tends to zero,
the total number of defaults increases to 250: in particular, a threshold
value (n = 0.0143 in the figure) exists below which the system fails com-
pletely, and below 1 = 0.008 it breaks down within only two rounds. This
is a demonstration of the so called small-world effect: the diameter of this
particular network is roughly about two for the largest bank belonging to
the system, and so in only two rounds the shock will have reached almost
any bank of the IbM. At the other end, when the percentage of net worth is
beyond an upper threshold value, no defaults are reported and no domino
effects set in.

Interestingly, the shape of the line describing the total number of defaults
is far from linear. Starting from the value n = 0.1, we can observe that below
the value n 22 0.05 the first defaults appear, and inspection shows that these
typically happen for small banks connected to the initially failed bank. Asn

17 Montagna and Lux (2013) investigate how these limits affect the resilience of the
system.
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decreases further, we observe a sharp increase in the number of defaults, and
this growth stops at the value n = 0.02 where the curve enters a plateau.
Inspection of the defaults per round of propagation shows the reason for
this non-linearity: at the level of net worth of the plateau, all the banks
belonging to the first shell around the initially failed bank have failed, and
the banks which are not directly connected to the first failing unit have
enough net worth to survive the subsequent aftereffects of the shock. When
the net worth decreases further, also the banks outside the first shell are
no more able to absorb the perturbation, and the total number of defaults
sharply moves up to 250.

It is interesting to look in more detail at the number of defaults in the
different rounds. In the first round (red line in Figure 7), banks that fail
are directly connected to the initially shocked bank, and when the red line
reaches its saturation at n = 0.018 the complete first shell (composed on
average of 153 units) has failed. We note that the saturation point of the
number of defaults in the first round does not coincide exactly with the
plateau of the total number of defaults: the explanation is that with slightly
higher equity levels the largest banks in the first shell need more than one
hit to fail, and so they populate the failures of higher rounds. The reason
for this is that for larger banks the overall number of credit relationships
to other banks (by assumption, following observed empirical regularities)
is higher on average and so for them the failure of the largest bank will
lead to a proportionally smaller loss than for the smaller client banks of the
defaulted entity. When the percentage of net worth decreases, these defaults
occur already in earlier rounds, up to a point in which all banks of the first
shell are affected in the first round of defaults.

The theoretical counterpart of the shapes appearing in Fig. 7 can be
provided by the analytical framework of Sec. 4. In particular, we can com-
pute the number of expected defaults due to first round effects by inserting
eq. (1) in (3). In the top left panel of the figure, a comparison between the
simulation results and the results obtained via eqs. (27) and (28) for the
effects in the first round is shown. In the second and third panels (upper
right-hand side and lower left-hand side) we represent the contributions, re-
spectively, from the first shell during the second round, and from the second
shell during the second round. The results are now obtained via a numerical
algorithm (see Appendix for more details), which provides the advantage
that these two contributing factors can be clearly distinguished from each
other. In particular, the hump in the number of defaults in the second round
is caused by banks from the first shell that have survived the first round of
knock-on effects but are too fragile to survive the second wave of losses in
round 2. In a similar way it is possible also to compute all effects in the
other rounds.
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Fig. 8: In the four panels we show the expected number of defaults as a function of
the percentage of net worth -y, for the first two rounds. In particular, the first panel
(top-left) contains a comparison between the simulation result and the probabilistic
approach varying the percentage of net worth; the red line is computed combining
eqs. (28) and (3). The slight difference in the two lines is due to the application
of the Central Limit Theorem in the computation of eq. (28) (see Appendix), and
it will tend to zero as the number of nodes increases. The second and third panels
(top-right and bottom-left) highlight the role of different shells in the spread of the
shock. In particular, the two contributions linked to eq. (29) are compared with
the simulation results. The last panel (bottom-right) shows a comparison between
the simulation results and the analytical approach for the second round.

5.2 Interbank exposure

In this section we are going to explore how the number of defaults is affected
by the percentage of interbank exposure as a function of total assets, namely
how the parameter 6 affects the resilience of the system. An increase in
interbank assets produces, as an immediate result, an increase in the weight
of each edge, and so an increase of the channels through which the shock can
propagate. This effect can potentially increase the number of defaults in the
system, as the amount of losses transmitted to creditor banks will increase as
well. On the other hand, an increase in interbank exposure implies a reduced
relative exposure to external markets, and since here we are considering, as
initial source of the shock, a loss in value of external assets, this second
effect could reduce the systemic risks from defaults of single banks.

The design of the simulations will remain the same as in the first ex-
periment: we generate a realization of the system and we shock the biggest
bank, wiping out all its external assets. Subsequently we count the number
of defaults. We will show the mean value of those numbers for each round,

0.08




5 Computational Experiments 23

and the standard deviation for the total number of defaults. In this section,
the percentage of net worth 7 is fixed at 0.025, while the percentage of ex-
ternal assets on total assets, 6, varies from 0.5 to 1 (when 6 is equal to one
no interbank assets are present in the bank balance sheets). Fig. 9 shows
the result.
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Fig. 9: Number of defaults as a function of the percentage of external assets 6,
i.e. 1— the percentage of interbank exposure 6, for probability function (14). The
other parameters are fixed at: 7 = 0.025, a = 5, b = 100. The picture shows both
the total number of defaults (bold black line) together with the standard deviation
of the mean value (small gray bars), and the number of defaults occurring during
the first four phases of the propagation of the shock.

Overall results are similar to those reported for similar experiments in
Nier et al. (2008).First, we note that when # tends to 1 the number of
defaults tends to zero: in this case the banks’ balance sheets contain only
external assets, and so the channels for the propagation of the shock become
smaller and smaller, until 6 assumes the value 1 and there are no more links
in the network, and no domino effects are possible. We can also note a
threshold value at § =2 0.78: at this value, the contagion effects reach their
maximum while both more or less intense interbank linkages reduce the
number of knock-on defaults (due to a higher degree of risk sharing on the
left and fewer links for contagion on the right). At the other extreme, when
0 tends to 0, banks become completely isolated from any external market,
and so in our model, where the initial source of the shock comes from the
external assets of the largest bank of the system, the number of defaults
tends to zero as well. Note that this exercise does not leave the size of
the internal shock unaffected. Clearly, when external assets decline in their
absolute size (from right to left) there should be a decrease of contagious
defaults.

A comparison with the analytical solution is shown in Fig. 10. The trend
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Fig. 10: Simulations and analytical results for the number of defaults with varying
percentage of external assets.

in the number of defaults can be easily understood by studying the properties
of the ®-function (28). In fact, as we show in the Appendix, the parameter
b; appearing in the distribution of 7; include the expected losses coming from
the loan to the initial failing bank. These losses monotonically decrease as
the percentage of external assets over total asset increases, since the initial
failing bank is less exposed to idiosyncratic external shock. Interestingly,
here the second-round effects exhibit basically the same pattern as those
observed in the first-round of knock-on effects.

6 Correlated Shocks and Systemic Risk

In the computation of the P-functions we have so far assumed that the
initial shock to the system was a percentage of the external assets wiped
out from the balance sheets of a bank in the network. In reality the banks’



6 Correlated Shocks and Systemic Risk 25

balance sheets shocks are also random events, and in order to assess the
financial stability of a banking system one should combine the information
regarding banks profit/loss distribution with structural information on the
interbank network. In our probabilistic framework, this can be captured by
assigning a distribution for the initial shocks to the external parts of banks
balance sheets. Here we present a simple example for correlated shocks, and
we later discuss the importance of interbank credit on the propagation of
idiosyncratic risk in the network.

As a suitable candidate for the loss distribution of the loan portfolio we
adopt the formulation of Vasicek (1987)18:

v(Aip,T) = 1 - Te;vp (—;T (\/1 —rG YAy - Gil(p))2 + = (Gil(Az‘))

(33)
where 0 < A; <1 is the percentage losses of the loan portfolio, according to
the notation introduced in Sec. 2, p and 7 are parameters of the distribution,
and we indicate with G(-) the Normal standardized cumulative distribution
function. As shown by Vasicek, eq. (33) characterizes the loss distribution
of a large portfolio under the assumption of individual loan values following
a logarithmic Wiener process. In this setting, banks’ shocks are drawn from
the probability distribution function (33), but for the time being we assume
no lending relationships exist among the institutions. Hence, according to
the notation introduced in Sec. 3, we set § = 1. Moreover, we introduce a

correlation p among the shock variables A;:
COT’(AZ',A]') = (Sij + (1 — 5@'),0 (34)

The correlation, of course, leaves the marginal distributions for the single
shocks unchanged. We set the net worth of each bank equal to the a-
quantile of the distribution (33), meaning that the probability of default
of each single institution is «, and we use in the example below o = 0.05.
Our first goal is to show that, also if there is no contagion process, the
probabilistic framework introduced in Sec. 2 can still be usefully applied to
understand and quantify the financial stability of the system. In fact, for
a given level of correlation p, we can study the ®-function of the system
when a vector of stochastic shocks hits the system. The shock S takes here
the form of a vector of random variables K, where each component has a
distribution described by eq. (33), and the correlation among the variables
is defined by eq. (34). We want to study the function ®(7|A) to analyze
the systemic risk in the system.

We compute again the expected value of the number of defaults after a
shock hits the system and the g-quantile of the distribution of the number of

18 In all what follow we use the parameters p and 7 equal respectively to 0.1 and 0.2 in
eq. (33).
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defaults, as defined in eqs. (3) and (7). When the correlation among banks’
balance sheets is increasing, keeping the marginals constants, the expected
number of defaults computed as in eq. (3) remains constant. Nevertheless,
as the correlation increases the probability to have tail events (i.e. the
probability to have large number of defaults) increases as well.

Figure 11 shows different measures representing the stability of the sys-
tem as a function of the correlation among banks’ balance sheets, for the
example discussed above. In particular, the average number of defaults
(computed according to eq. (3)), the 5th quantile of the distribution ¢(N|A)
(computed according to eq. (7)), and the maximum and the median of the
same distribution are plotted. As one can see from the figure, the expected
number of defaults remains unchanged (the mean is not affected by the cor-
relation). Nevertheless, the risk for tail events increases dramatically with
the correlation. In the right side of the figure, we plot the distribution of
the number of defaults for the two cases p = 0 and p = 0.5, to show how
the overall distribution of outcomes changes.
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Fig. 11: Systemic risk measures in a banking system without interbank credit.
On the left, some systemic risk statistics are plotted as functions of the correlation
between banks’ balance sheets. In particular, the mean number of defaults (eq.
(3)) is seen to be constant, while the extreme 5th-quantile of the distribution of
the number of defaults (eq. (7)) and the maximum number of defaults are seen to
increase. On the right, the distribution of the number of defaults is shown for two
values of the correlation p.

We now expand the example above by allowing again for interbank loans.
The shock S assumes the same stochastic form A described in the previous
section, and again we are interested in varying the correlation p among the
shocks experienced by individual banks. The parameter @, i.e. the fraction
of external assets over total assets, will now be fixed at 0.8. The equity of
the banks will be determined as the regulatory minimum: it consists of the
sum of the lower 5th quantile of the distribution of portfolio losses expressed
in eq. (33) and a fraction v of their interbank assets, we use v = 0.02. This
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scenario roughly reflects the standard Basel requirements, where investments
are weighted according to their risk, and interbank loans have a fixed risk
weight independently of the counterparty’s identity.

The results are shown in the same fashion as in the previous case. While,
again, the mean value (N|S) remains constant, the probability for systemic
events increases. A numerical comparison illustrates the differences: for a
value of the correlation p equal to 0.2, the maximum number of defaults
is 108 for the case without interbank connections, and 195 for the case
where interbank loans are present. Equivalently, the last 5th quantile moves
from 39 in the first case to 51 in the second case. Despite the apparently
moderate level of correlation of portfolio risk, the probability of systemic
events is drastically increasing in the presence of interbank connections.
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Fig. 12: Systemic risk measures in a banking system where interbank loans are
present. On the left, some systemic risk statistics are plotted as functions of the cor-
relation between banks’ balance sheets. In particular, the mean number of defaults
(eq. (3)) is seen to be constant, while the extreme 5th-quantile of the distribution
of the number of defaults (eq. (7)) and the maximum number of defaults are seen
to increase. On the right, the distribution of the number of defaults is shown for
two values of the correlation p.

7 Conclusion

We have introduced an analytical formulation for the assessment of sys-
temic risk through interbank contagion, and we tested our framework on
a simulated financial system. The latter is generated with an algorithm
that reproduces the main important topological features of a real banking
system, which are the disassortative link formation and the power law be-
havior of the degree distribution. Moreover, heterogeneity in bank sizes is
also taken into account, playing an important role for the stability of the
banking system. The results are networks composed of a large pool of small
and medium-sized banks with a dominating pattern of disassortative link
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formation forming credit connections between dissimilar partners.

In this framework, we have investigated how the percentage of net worth
and the percentage of interbank assets (on total assets) affects the spread of
an idiosyncratic shock. The analytical apparatus allows to decompose the
overall number of expected contagion effects both in terms of the sequence
of events and the banks’ location within the network: banks belonging to
the first shell (i.e. creditor banks of the defaulted entity) fail mostly before
the others, and it is possible to distinguish between defaults of the different
shells in the cascade of events.

The analytical formulation of the problem is based on the concept of
®d-functions. The P-function describes, in a discrete event framework, the
evolution of the state of the system. The computation of an explicit closed
form for @ is possible only for the first round effects. Nevertheless, approxi-
mations or numerical methods can be used for higher rounds. These results,
moreover, can be easily generalized to other forms of interbank contracts.

When allowing for correlation among banks’ investments the probability
of systemic events increases sharply even if each single unit perfectly follows
the micro prudential regulation. The tails of systemic events are further-
more made fatter by direct contracts among the financial institutions, like
in our example of interbank loans. In times where portfolio correlation in-
creases, the correct assessment of the propagation of small probability events
becomes crucial to assess systemic risk.

We note that the computation of the state function would not get much
more complicated when using different values of 6 and n for each bank, and
so it can be in principle used in order to asses the systemic impact of each
bank on the entire system. For example, using eq. (7), it is possible to de-
termine the risk that a regulator is willing to run in case of the default of a
particular entity, for different parameters 6 and 7 (or, eventually, heteroge-
neous vectors ¢ = (601,02,...,0N) and 7 = (m,m2,...,nn) if, for example,
different capital requirements depending on different systemic impact level
were imposed). In terms of the systemic impact of a default, eq. (3) pro-
vides the expected number of triggered defaults in case of insolvency of a
particular entity: the implementation of this expression using empirical data
can help in quantitatively identify institutions that are too-big-to-fail and
too-interconnected-to-fail. Overall, the framework of Sec. 3 is sufficiently
flexible and general to accommodate whatever knowledge is available on the
structural details of the interbank market. With complete knowledge of all
links and exposures, the exact extent of knock-on effects could be determined
as well as the identity of defaulting units. If we only know some boundary
conditions (like the distribution of balance sheet sizes) and have an informed
guess on others (link distribution and and distribution of mutual exposures
in our present application), expected knock-on effects, quantiles, value-at-
risk and other interesting quantities can be computed numerically. We note
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here that the lack of analytical results for higher rounds is not a major ob-
stacle as the closed-form solutions can easily be replaced by their numerical
counterparts.
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A Computation of the state functions: analytical solutions for
first round effects

The purpose of this appendix is to provide the derivation of eqs. (28) and
(29). We first recall the main characteristics of the model; a probability ma-
trix P, with entries p;; = Ps (A;, Aj) (s = 1,2, 3), indicates the probability
for each possible edge in the system, this is computed after the sequence
{A;} has been assigned to the system itself. For each probability matrix P,
a large number of realizations for the adjacency matrices are possible. Once
an adjacency matrix A has been determined for the system, the weight of
each edge is computed according to:

Lipi; (1 —10) Aspy
2jeq; Pij > jeqy Pij

where (); denotes the set of nodes which satisfy a;; = 1. We can now
start deriving eq. (28). First of all, note that with probability (1 — p;;),
bank ¢ has no link directed to bank ¢y, and in that case its net worth »; in
round 1 rests unchanged and remains identical to 7: this situation gives
one of the two contributions in eq. (28). In the other case (a;; = 1), we
have instead:

lij = (35)

(1—0) Aipii,

Ci

77: T= = 771 flo ilo — 77? - fio (36)

where 1! is the net worth of bank i at time ¢ = 1, f;, is the fraction
of money that bank ig’s creditors lose due the failure of bank iy, and ¢; =
>_jeq, Pij- Considering the mechanism of contagion explained in section 4,
we have:

1-0)A;, —vA;

( ) 20 Yo , 1 (37)
> Piio

To derive the distribution of the random variables 7; we note that on

the right side of eq. (36) the only random term is ¢;, since the other are

fixed once the sequence {4;} and the probability matrix P are fixed. We
can write:

fio = fio (67’)0 = min

n

C; — Z(g (PS(A“AJ) —gj) AZ,A ZC’U (38)

Jj=1
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where 6(z) denotes again the Heaviside function and §; are i.i.d. random
variables with uniform distribution between zero and one:

& ~ Ul (39)

Since we are using N = 250, and the variables in eq. (38) are simply func-
tions of i.i.d random variables with finite mean and variance, we can apply
the Central Limit Theorem (CTL) and conclude that ¢; can be approximated
by a Gaussian distribution with mean:

-

(ci) = > (0 (Ps(Ai, Aj) — &) - pij)

<
I
—_

/01 p()0 (Ps(Ai, Aj) = &5) - pijd€ (40)

I

<
Il
it

I

Dij n
pij/ d¢ =" pi; =ms,
0 =

<
Il
—

and variance:
m‘Qj =Var [0 (Ps(4i,Aj) —&)] = <C?j> ey
= ([ a0 ry— o) vl = pl
and so:

n n
Ui2 = Z‘%’Qj = Z (p?j _p?j) . (42)
j=1 j=1

Therefore, the distribution of the variables ¢; can be approximated by:

plci) = Ui\l/% : exp{—; (Ci ;mi>2}- (43)

Now we have to compute the distribution of 7}, which is a simple function
of ¢;. Rewriting eq. (36) as:

1—0) Aipi b
wh=f - i AR D (44
C; C;
where we indicate the constant terms 7Y and f;, (1 —0) A;p;, with a and
b respectively. Denoting by p.(-) the pdf of ¢;, we obtain the pdf of 7} as
follows:
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where a and b depend on 1 and 6. The last equation, combined with the
Dirac delta for the variable n;, leads us to eq. (28). Note that in the case of
a random network, the individual determinants m; and o; would be constant
across banks while they depend on the balance sheet size through eq. (14)
to (16) in the present framework.

As regards the state function of the second round, ®'=2 (1j|s;, ), since the
variable 7;s are now dependent, an explicit closed form becomes difficult to
compute (and the same is true for all the other higher rounds). However,
it is possible to use different approximations of these state functions. One
way is the factorization of the function itself as:

n
th:Q (nla 125 -5 ;s sio) = H q)§:2 (771) (46)
=0

assuming absence of dependency between variables. However, such an
approximation leaves out some of the interesting spillover effects that are
the focus of our interest. We prefer, therefore, to generate variables n; and
compute the integral in eq. 3 numerically. In order to generate the variables,
we use the following algorithm, which is built-in into the structure of our
model:

e given a probability matrix P and a sequence {A;} for the node’s fitness
parameters, we generate a N X N random matrix M, with entries m;;
distributed according to:

mi; ~ i.1.d. s U[O,l]
an adjacency matrix A with entries:
1, ifm;; <pi;
aij = o= (47)
0, otherwise
and the correspondent weight matrix W with entries w;; = l;;;
e for each node we generate its second round net worth n; o; with prob-
ability Pl = Dis, it will be:
n
g =17 — fioliio — Y 0(pig —miz)0(pjio — myio)0(P1(az) — €5)Lij f
j=1

(48)
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with probability P!/

n

M2 =1 — > 0(pij — mij)0(pjiy — myjio)0(Pr(aj) —e)lijf; - (49)
j=1

and with probability 1 — P! — P!!:
_ .0
Ni2 =1; (50)

where ¢; are i.i.d. variables distributed according to a uniform pdf,
g; ~ Uy, and Py (a;) is the probability that bank 4 has failed in the
first round, computed according to eq. (28). In general, to generate
the equity levels for higher rounds, one needs to build equations like
(48) - (50) the losses coming from the banks in the lower shells of the
system.

In this way the two contributions can be separated, and the output is shown
in Fig. 5. The advantage of working with state functions instead of Monte
Carlo realizations of the system is that we get closer to an analytical solution
and can decompose the overall effects into their different elements.

The coefficients f; are obtained directly from the model:

A; [pzz - V]]

min [p; - e; — ni; L]

fi= l;

= min [1, (51)

where \; is the size of the shock, according to notation presented in Sec. 2,
and we can compute a mean-field approximation to I; as:

b1
I; Zn-/ —(1=0)A;-pji-p(Aj)dA; (52)

j

which brings us to:

it — A;
fi =min |1, (A 9_ ) W (53)
(1-90) s il
J kafk

Note that f; represents the limited liability condition, which through
the minimum functions in eq. (51) complicates the problem of finding an
analytical solution for the state function at each event time ¢ higher than
1. Since the ¢;s are random variables, the expectation of [; is obtained by
substituting c; with its expectation value, computed using eq. (43). Note
that, in case the shock consists in wiping out all external assets from the
balance sheets of the biggest bank 7p, it is easy to see that f;, = 1 if 0 is
higher than a certain threshold value: in this case no damping factor will
enter in eq. (36).
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B Mean and variance for the marginal ®-function

In this section we show how to compute the mean and variance for the state
function (28). Our goal is therefore to compute mean and variance of the
variable (44), given that ¢; is distributed according to (43). In general, given
a random variable z, distributed according to p,(x), and a variable y defined
as a function of the former, y = f(x), it is possible to find an approximation
for the mean and the variance of y through the following method. As regards
the mean, we have:

<y >=<f(z) >=< f(pa + (z — pa) > (54)

where we call u, the mean value of the variable x. A Taylor expansion
around pu, leads to:

1 1
< fpa) + f/(ﬂx)(x — ) + §fll(ﬂx)(x - N:c)z + gf”/(,um)(x - Mw)g +e >
(55)
In case of a Gaussian variable, the above equation reduces to:

<y >= ) + 58 o (56)

In our case, we know the distribution of the function ¢;, which is approxi-
mated by a Gaussian distribution, and we want to know the distribution of
7;, defined as:

b
, =a— — 57
= a e ( )
We have, after some algebra:
< >=n) — pi 24—402 (58)
7 0 mZ ml3 (2
and
1 o? o}
<np > — <y >7= piigh; lng(l — Diiy) + mf}@ — 2piiy) —Piioml?] (59)

It is easy to see that the above expression approaches zero if all the ele-
ments p;; tend to one or to zero: the full information regarding the network
structure will restore the determinism and remove all uncertainty about the
extent of contagion.

C Computation of the degree distribution and the density via
the probability function

We provide here the derivation of the equations stated in sec. 3. Starting
from a particular probability function Pg(A;, A;), and a distribution for the
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size parameter p(A4;), we can write the mean in-degree of a vertex as:
b
Fin(4) = N [ Py(t, A)p(t)dt = N - Fin (1) (60)
a
and, similarly, for the out-degree we can write:
b
Fout (A1) = N / Ps(Ai, )p(t)dt = N - Fou(As) (61)
a
where N is the number of nodes of the network. Assuming the function
Fin(A;) and F,u(A;) to be monotonous in A;, and for N large enough,

we can invert the functions Fj, and Fy,; in order to find the relationships
between the size parameter A; and the the out-and in-degree of the node:

A =F;! (]?\?) (62)
— Kou
A’L' = Fou% < Nt> (63)

The transformation of the parameter in the size-distribution p(A4;), from A;
t0 Kin/out, leads us to:

1 (K d (ki
P =0 |7t ()] i (%) (64
— kou d — kO’U,
Plkou) = p [P ("224)| - 2Pk (P2 (65)

The density D' of a network generated according to probability function P
is computed as follow:

Dl — 2 (ny) _ Q‘Zgj:ﬂH(Pfj—eij» _ 2'2%:13’6’

NN —1) N(N —1) NN —1) (66)

where (n;) is the expectation value of the number of links generated by
probability function P, €;; are i.i.d. random variables distributed uniformly
over the interval [0, 1], and H(-) is the Heaviside function.



