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Abstract

With the transition to the European Monetary Union (EMU), the instrument of monetary policy for individual member countries has been abolished. This step has led to serious challenges for the different states to stabilize their economies to various economic shocks. Different labor market rigidities lead to different responses to monetary impulses in the countries. This paper deals with this problem by setting up a VAR-analysis to investigate the different shocks on Germany and Austria. The results show that Germany experiences less fluctuation in growth and unemployment than Austria which can be assigned to higher labor market rigidities.
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1 Introduction

How do different labor market institutions affect business cycles across countries? Especially since the fundamental criticism of the traditional Phillips curve trade off by Friedman and Phelps, empirical studies about the influence of labor market rigidities on economic growth have become widely acknowledged in the theoretical and empirical literature. Important contributions during recent years have to be attributed to Ljungqvist & Sargent (1998) or Saint-Paul (1997), both discussing different reasons for rising unemployment in Europe and its persistence in general. Also Blanchard & Wolfers (2000) investigate why especially European countries differ with respect to their unemployment trends.

A recently published paper by Merkl & Schmitz (2009) studies the effect of different labor market institutions on macroeconomic volatilities. While they find a significant negative effect on output volatility, no evidence could be found for inflation volatility being influenced by institutions (Merkel & Schmitz 2009, p.2).

The presented paper will concentrate on the question in how far different reactions to shocks on two European economies may have an impact on the effectiveness of monetary policy. For our case, we select Germany and Austria as examples. Both countries have comparable structural features with respect to their economic structure, however, unemployment rates have moved in adverse directions during recent years which points to differences in rigidities (Nickell 2003, p. 14). The following two figures illustrate broadly the unemployment growth of both countries as percentage changes year-on-year and as trend-adjusted growth rates (by applying the Hodrick-Prescott filter):
Figure 1: unemployment trend and year on year growth

Source: calculated by author with data from the World Bank
With the exception of a structural break during the first quarter of 1992 due to the German reunification, we see a higher volatility in the Austrian rate compared to German unemployment in Figure 1. This may lead to the assumption that firms in Austria are able to adjust employment faster to economic shocks than employers in Germany. The trend growth shows that Germany has experienced higher trend growth of unemployment over time. However, compared to the 1970s, both countries suffer from a higher trend rate today.

To investigate cyclical impacts on unemployment with separating from trend behavior, a VAR-analysis will be used to apply a number of different shocks on both countries. We will set up one VAR-system for each country to compare the impact of similar shocks on the volatility of unemployment and economic growth. The remainder of the paper will be as follows: The next section will cope with the data and the econometric method before section 3 will identify the model. In section 4, the main results are presented before concluding remarks are presented in section 5.

2 Data and empirical method

2.1 Data

For the following model a quarterly dataset of five variables from 1978:4 to 2008:2 for both countries will be used. The included variables are real GDP, CPI inflation, the unemployment rate, real wages and a three-month interest rate. The series have been chosen according to related papers from Blanchard (1989) and Funke (1997). One innovation compared to the former studies concerns the choice of an interest rate to apply monetary shocks to the system. Whereas Blanchard (1989) and Blanchard & Quah (1989) used the money supply as endogenous variable, a three-month interest rate will be included in the here presented paper \(^1\). Following Mojon & Peersman (2001), monetary aggregates will be excluded, since the interest rate seems to be better suited as an explanatory variable for monetary shocks, whereas money aggregates play only a secondary role. A third innovation

\(^1\)We will use the LIBOR and the EURIBOR (which replaced the LIBOR in 1999
compared to the analysis of Blanchard/Quah and Funke concerns the inclusion of exogenous variables to capture foreign impacts. Following Mojon & Peersman (2001), we included the US three-month interest rate, US GDP growth and each country’s nominal exchange rate.

One condition of a valid VAR-analysis is the requirement of seasonal adjustment for the series included. Except for unemployment, all series have been adopted as seasonal adjusted from the International Financial Statistics (IFS) database of the International Monetary Fund (IMF). However, the unemployment and wage series have been taken from the German Bundesbank for Germany, respectively from EUROSTAT and the IFS for Austria. Unemployment had to be transformed into quarterly data by taking monthly averages.

To fulfill necessary conditions of stationarity in the VAR-framework, we transform all variables into logs and first differences to exclude trend behavior. Augmented Dickey Fuller (ADF)- tests for all variables show that the series are stationary in log differences and will therefore be characterized as I(1) processes \(^2\).

### 2.2 Empirical method

Existing studies examining transmission differences of monetary policy across countries use a variety of empirical methods (Peersman 2004, p.287ff.). However, most recent papers apply a VAR-model to explain output responses to monetary shocks (Mojon & Peersman 2001, p.7). Since studies investigating explicitly the behavior of unemployment as a response to various shocks are missing, we now set up a VAR-system to analyze unemployment fluctuations.

The main advantage of the vector autoregression analysis is the use of several endogenous variables in one model, whereas simple regressions only divide between endogenous and exogenous variables by assumption and therefore take the risk of being confronted with misspecifications. However, in a VAR-analysis, every variable is modeled as being dependent on specified time-lags of itself and the other variables in the system. Therefore it is possible to explain dynamic responses of exogenous

\(^2\)The tables are presented in the Appendix of the paper
shocks to these variables by introducing time-lags as additional explanatory factors.

A stationary set of time-series in a VAR setting allows several applications, often being used the Granger causality test, a derivation of impulse response functions or the forecast error variance decomposition.

Here, we concentrate on impulse response functions which display the reaction of a variable over time to a shock that is caused to one of the other variables in the system. Since the cyclical behavior of variables is considered, these shocks are supposed to die out after several periods. However, to compute impulse response functions, the VAR-model has to be transformed in a reduced form so that it is possible to compute all regressors of the model.

In their structural form (leaving the exogenous variables aside), the equations of every endogenous variable in the system will have the following form in matrix representation:

\[ A_0 y_t = a_1 y_{t-1} + \ldots + A_p y_{t-p} + D \epsilon_t \]  

(1)

In this form, \( y \) represents the vector containing all endogenous variables and \( A \) stands for the according matrix including the corresponding regressors. \( \epsilon \) represents the vector with the disturbance terms of all equations and the matrix \( D \) includes all shock regressors.

In its structural form represented in (1) the whole system is underrepresented and can therefore not be estimated. Consequently, several further steps have to be applied. First, the structural form will be transformed into a reduced form by multiplying (1) with \( A_0^{-1} \).

After this computation, all equations can be estimated consistently, however, only if the values of \( A_0 \) and \( D \) are known. The reduced form will be written as follows:

\[ Y_t = B_1 Y_{t-1} + \ldots + B_p y_{t-p} + u_t \]  

(2)
The transformed variables in (2) are defined as follows:\(^3\):

\[
B_t = A_0^{-1}A_i
\]  

(3)

and

\[
A_0^{-1}D\epsilon_t = u_t
\]  

(4)

Since \(A_0\) and \(D\) are unknown, we further assume that all disturbances \(\epsilon_t\) are not correlated with each other and will therefore be leading to a diagonal covariance matrix \(D\). However, there still remain parameters in matrices \(A\) and \(D\) which cannot be estimated. Consequently, some identifying restrictions for the regressors in \(A_0\) are necessary. This will be done by applying the so-called Choleski decomposition which transforms the original matrix \(A_0\) into a lower triangular matrix. Since all elements of \(A_0\) are regressors of the contemporaneous relationships between the endogenous variables in the system, economic theory is needed to exclude some causal links between variables where theory suggests them to be contemporaneously independent. For example, real GDP growth is often seen as not being contemporaneously related to nominal and real shocks, since the transmission process takes time to affect economic growth (Blanchard & Quah 1989, p.660). We present the results of this identification for our model in the next section.

3 Identification

3.1 Choleski-Decomposition

As already mentioned above, the VAR-model will consist of the logs of real GDP, unemployment, CPI inflation, real wages and interest rates for both countries.

With the imposed restrictions, the system will be stated as follows:

\(^3\)For a detailed analysis, see (Helmut Lütkepohl 2004, p.172ff.)
\[ u_y = d_{11} \epsilon_y \quad (5) \]

\[ u_u + a_{21} u_y = d_{22} \epsilon_u \quad (6) \]

\[ u_p = d_{32} \epsilon_u + d_{33} \epsilon_p \quad (7) \]

\[ u_w + d_{42} u_u + d_{43} u_p = d_{42} \epsilon_u + d_{44} \epsilon_w \quad (8) \]

Here, \( y, u, p, w \) and \( i \) represent real GDP, unemployment, inflation, wages and interest rates. Economically, the following reasoning stands behind the chosen structure which has been adapted from Funke (1997) and Blanchard (1989). Disturbances in economic growth are only affected by a demand shock \((\epsilon_y)\) in the same quarter. All other variables have long-run impacts, since nominal rigidities prevent the economy from simultaneous adjustment (Funke 1997, p.15). A disturbance in the unemployment rate is interpreted as a reaction on business fluctuations or supply-side (productivity) shocks \((\epsilon_u)\). Price changes are affected by their own innovations and by supply shocks, but are modeled as not being affected by demand shocks, according to the argument of nominal rigidities. Wages respond to structural innovations in unemployment and its own disturbance term.
and to reduced-form innovations in unemployment and prices. Finally, the interest rate as the most endogenous variable in the system depends on every other variable in the model and is also subject to its own innovations ($\epsilon_i$) (Funke 1997, p.15f.).

### 3.2 Lag-length specification

Before estimating the VAR-model, it is necessary to make a decision about the optimal lag-length of the system. The problem related to the use of numerous lags is that too many degrees of freedom are wasted in case of including lags that do not contribute significantly to the explanation of the system. However, if significant lags are excluded, this may lead to a misspecification, since important explanatory variables are missing. A number of tests exist, that display recommendations about the optimal lag length of VAR-systems. The results for Germany and Austria are shown in the following figure:
Figure 2: Lag-length results for Germany and Austria

<table>
<thead>
<tr>
<th>Lag</th>
<th>LogL</th>
<th>LR</th>
<th>FPE</th>
<th>AIC</th>
<th>SC</th>
<th>HQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1401.342</td>
<td>140.6512</td>
<td>2.37e-19</td>
<td>-29.54665</td>
<td>-27.64433</td>
<td>-28.68674</td>
</tr>
<tr>
<td>5</td>
<td>1211.809</td>
<td>44.22585</td>
<td>3.12e-18</td>
<td>-29.62134</td>
<td>-25.32932</td>
<td>-26.32316</td>
</tr>
<tr>
<td>6</td>
<td>1547.255</td>
<td>37.665677</td>
<td>2.00e-18</td>
<td>-28.59469*</td>
<td>-24.47460</td>
<td>-25.14833</td>
</tr>
<tr>
<td>8</td>
<td>1600.845</td>
<td>23.66563</td>
<td>2.62e-18</td>
<td>-29.56696</td>
<td>-22.94572</td>
<td>-23.47917</td>
</tr>
</tbody>
</table>

* indicates lag order selected by the criterion
LR: sequential modified LR test statistic (each test at 5% level)
FPE: Final prediction error
AIC: Akaike information criterion
SC: Schwarz information criterion
HQ: Hannan-Quinn information criterion

<table>
<thead>
<tr>
<th>Lag</th>
<th>LogL</th>
<th>LR</th>
<th>FPE</th>
<th>AIC</th>
<th>SC</th>
<th>HQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1627.798</td>
<td>NA</td>
<td>6.14e-16</td>
<td>-27.02216</td>
<td>-27.42546*</td>
<td>-27.72978</td>
</tr>
<tr>
<td>1</td>
<td>1581.975</td>
<td>99.14460</td>
<td>3.01e-16</td>
<td>-25.40005</td>
<td>-27.24009</td>
<td>-26.00702</td>
</tr>
<tr>
<td>4</td>
<td>1730.339</td>
<td>133.68521</td>
<td>8.50e-16</td>
<td>-29.52110</td>
<td>-28.64665</td>
<td>-28.81579</td>
</tr>
<tr>
<td>5</td>
<td>1744.851</td>
<td>20.03766</td>
<td>1.00e-16</td>
<td>-29.63217</td>
<td>-26.22616</td>
<td>-28.18390</td>
</tr>
<tr>
<td>7</td>
<td>1831.900</td>
<td>58.62359</td>
<td>6.51e-16</td>
<td>-29.85000*</td>
<td>-24.38840</td>
<td>-27.03471</td>
</tr>
</tbody>
</table>

* indicates lag order selected by the criterion
LR: sequential modified LR test statistic (each test at 5% level)
FPE: Final prediction error
AIC: Akaike information criterion
SC: Schwarz information criterion
HQ: Hannan-Quinn information criterion

Source: calculated by Eviews
The results of the application of different information criteria to Germany show an overall recommendation to adapt a lag ordering of between one and five periods. However, the Schwarz information criterion (SC) as an exception represents generally a more rigid calculation compared to AIC or the HQ-criterion for large time series (Helmut Lütkepohl 2004, p.33f.) ⁴.

The results for Austria are similar to the ones for Germany. Therefore, being confronted with the same problem of only 114 observations as in Germany (108 obs.), an optimal lag length of two periods is also chosen here. Additional tests with different lag lengths did not lead to significantly diverging results.

The following section will present the empirical results of the VAR-estimation.

4 Empirical results

4.1 Impulse-Response Functions for business fluctuation

The following figures show the impulse response functions with two standard error bands (red color dotted lines) above and below the function ⁵:

---

⁴ Funke (1997) and Mojon & Peersman (2001) use also a lag length of order two
⁵ The impulse-response-functions of all variables are shown in the Appendix of the paper
Figure 3: Impulse-Responses for German GDP

Response to Cholesky One S.D. Innovations ± 2 S.E.

Response of GDPG to GDPG

Response of GDPG to UNEMPG

Response of GDPG to CPIG

Response of GDPG to WAGEG

Response of GDPG to INTEREST

Source: calculated by Eviews
Figure 4: Impulse-Responses for German GDP

Response to Cholesky One S.D. Innovations ± 2 S.E.

Response of GDPA to GDPA

Response of GDPA to UNEMPA

Response of GDPA to CPIA

Response of GDPA to WAGEA

Response of GDPA to INTEREST

Source: calculated by Eviews
4.1.1 Demand shocks

As already stated by Funke (1997), demand shocks have a significant impact on the business cycle in Germany which is quite persistent for about two years. The same is true for Austria, where the effect of demand innovations has by large the strongest impact on the economy. As expected, a positive demand shock leads to rising GDP in both countries. These results are in line with the Keynesian model with sticky prices, which suggests a temporary rise in economic growth that is stimulated by increased government spending or expanding investment, consumption or export shares.

4.1.2 Supply and wage shocks

An adverse supply shock leads to decreasing growth in Germany, being persistent for more than two years. By interpreting an adverse supply shock as declining productivity, this result makes also sense and is again broadly in line with the findings of Funke (1997) for Germany.

Regarding Austria, we come to the surprising result of expanding GDP in response to a negative supply shock. However, the impulse responses also show that the direction of the shock is not significant with respect to the two standard error bands. Nevertheless, it is interesting that Austrian GDP seems therefore not to respond to a productivity decline.

Wage shocks in both countries do not affect economic growth. Although we can see a slightly positive reaction of GDP in Germany and Austria, the effect is not significant. Blanchard (1989) comes to a similar result for the United States.

4.1.3 Price and interest rate shocks

With respect to price and interest rate shocks, we can observe no reaction of GDP in Germany. The result is surprising insofar as that even after a lag of several periods no response of economic growth to interest rate impulses or price shocks can be detected. However, if we assume central banks to successfully anticipate fluctuations in economic growth, the result becomes more reasonable. For Austria, the result is also not significant in most periods. However, we can see a pro-cyclical response
of GDP to interest rate shocks during the first year which is quite surprising. For inflation, a less clear result is observed, but we see a slight upturn of the economy during the fourth quarter after the appearance of the shock. The stronger reaction of GDP may be due to the fact that Austria had no independent monetary policy during the observation period, since they either followed the German Bundesbank in the European Monetary System or belonged to the European Monetary Union.

In the following, section 4.2 will show the results for unemployment reactions to various shocks.

### 4.2 Impulse response functions of unemployment

The following figures present the impulse response functions for unemployment in both countries:
Figure 5: Impulse-Responses for German unemployment

Source: calculated by Eviews
Figure 6: Impulse-Responses for Austrian unemployment

Source: calculated by Eviews
4.2.1 Demand shocks

Regarding the response of unemployment in Germany to a demand shock, we find significant evidence for a positive reaction of the labor market to increasing consumption or investment expenditures. Similar results have been obtained for Germany by Funke (1997) and Blanchard (1989) for the United States. On the contrary, Austria is confronted with rising unemployment in response to a positive demand shock. Although the result is not significant for most periods, no tendency for a decrease in unemployment during the whole observation period could be observed. This result contradicts with our theory insofar that the labor market seems to respond more quickly on shocks in Germany than in its neighbor country although the rigidities have been observed to be greater than in Austria. This led us to the assumption of a less volatile labor market. However, with decreasing unemployment as a response to a demand shock in Germany, the results are contradicting to the underlying theory.

4.2.2 Supply and wage shocks

Coming to adverse supply shocks, Germany experiences a significant rise in unemployment for roughly eight quarters. This result is consistent with the observations of Funke (1997) who observes a similar effect. The same direction for the shock can be shown for Austria. However, the magnitude of a supply innovation in Austria is higher during the first periods than in Germany. A second difference can be observed with respect to the length of the shock: Whereas the shock in Germany is significant for around 8 periods, it dies out already after one year in Austria. These observations support our theoretical assumption of experiencing a tighter labor market in Germany compared to Austria, since it takes more time for firms to fire their workers as a reaction to productivity declines. However, both results are contradicting to the findings of Gali (1999). In his paper, the author finds evidence for the United States and the G7 (except Japan) that employment is actually decreasing after a positive productivity shock. This is due to sticky prices and monopolistic competition, where employers accommodate demand at existing prices, producing the same quantity with less working hours and therefore reducing employment in the first period. If this causality also holds in times of a
productivity decline, our results are significantly different from Gali (1999) who also finds a reduction in working hours as a response to positive productivity shocks in Germany. The different effects may have the following reason: Whereas Gali (1999) uses working hours as a proxy for employment we have taken the unemployment series to find evidence for a rigid labor market. However, if firms are not able to fire workers as a direct response to the positive productivity shocks, they probably just reduce new entries of workers or reduce the working hours of employees (but do not fire them).

Concerning wage innovations, we find no significant influence on unemployment for Germany. This result is broadly in line with our theory of a regulated labor market, where firms are not able to simultaneously adjust employment when being confronted with higher wage costs. For Austria, we find evidence for higher unemployment in response to rising wages during the first year. Nevertheless, the magnitude is quite small and not always significantly positive. However, the positive reaction can be interpreted as a more flexible reaction of firms in Austria when being compared to the impulse response function in Germany.

4.2.3 Price and interest rate shocks

With respect to price and interest rate shocks, no significant response for Germany can be detected. These results support our hypothesis of a highly shock-isolated labor market that does not respond instantaneously to monetary impulses or price changes. On the contrary, we observe a reaction of unemployment to interest rate shocks in Austria. However, the direction is surprising, since unemployment falls in response to interest rate hikes during the first year before the shock dies out and becomes insignificant. This result may be due to the problem of having no independent monetary policy in during most of the observation time, leading to pro-cyclical interest rates in the country. We saw the same problem for Austria already with respect to economic growth before.
5 Concluding remarks

In the previous analysis we investigated the responses of growth and unemployment in Germany and Austria to various shocks. The results of the VAR-analysis should give us some insights to the different reactions of growth and unemployment to demand and supply innovations, wage, price and interest rate shocks.

Our theoretical assumption of the German labor market being less responsive to shocks than the Austrian labor market could be also observed empirically by applying a VAR-estimation procedure. Except for demand shocks we could not find significant changes in unemployment in Germany for price, wage or interest rate shocks. With respect to impacts of the shocks on GDP, we also find evidence for a weaker response in Germany: Interest rate, price and supply shocks lead to fewer fluctuations in the business cycle than in Austria which further supports our hypothesis of more rigidities on the German labor market.

Several implications follow from these results. First, the different responses have an impact on the European Monetary Union, since the common monetary policy will have to take different labor market structures into account when setting the interest rate to stabilize cycles in the union as a whole. This problem was already seen for Austria, reacting pro-cyclical on interest rate shocks in our analysis.

With sticky prices and a rigid structure of labor markets, it can therefore be optimal for the monetary authority to react pro-cyclical on shocks to force a rigid economy towards a faster adjustment. Nevertheless, in the European Union, we still face the problem of differing labor market institutions which demand for different policies to adjust their business cycles to various shocks. This would result in a trade-off of monetary policy to either react pro-cyclical in order to stabilize more rigid economies as Germany or to apply a counter-cyclical policy to accommodate shocks in more flexible economies as Austria.
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Figure 7: Unit Root tests for GDP

Source: calculated by Eviews, upper table represents Germany, lower table represents Austria, the same applies for all subsequent tables below
Figure 8: Unit Root tests for Unemployment

Source: calculated by Eviews
Figure 9: Unit Root tests for Inflation

Source: calculated by Eviews
Figure 10: Unit Root tests for Wages

Source: calculated by Eviews
Figure 11: Unit Root tests for Interest rates

Source: calculated by Eviews
Figure 12: Impulse-Response-Functions Germany [all]

Source: calculated by Eviews
Figure 13: Impulse-Response-Functions Austria [all]

Source: calculated by Eviews